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General radiative and non-radiative rates formalisms are derived using the vibration correlation function
method for the transition from the excited singlet to ground singlet states by considering the Duschinsky
rotation and Herzberg–Teller effects at finite temperature. For the non-radiative transition process, the
conventional assumption of (single) ‘‘promoting-mode” is abandoned and a promoting-mode free for-
mula is presented. Using this new rate formalism, we re-examine the well-established photophysical
properties of anthracene. Both the calculated radiative and non-radiative rates are in good agreement
with the available experimental measurements and previous theoretical values. Furthermore, we ratio-
nalize the exotic aggregation induced emission phenomenon in 9-[(o-Aminophenyl)phenylmethylene]-
9H-fluorene molecule: the roles of low-frequency phenyl ring twist motions and their Duschinsky mode
mixings are found to be crucial, especially for the temperature dependence. The present rate theory can
quantitatively describe the excited-states dynamic processes in large molecules and is a powerful tool for
the design of new high-efficiency light-emitting materials.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Molecular fluorescence efficiency is important to design organic
light-emitting and sensing materials, which have attracted much
attention recently due to far-ranging applications as luminescent
and sensory materials in optical display, environmental protection,
and biomedical imagining [1]. Theoretically, molecular fluores-
cence efficiency is determined by the competition between radia-
tive decay and non-adiabatic decay from electronically excited
state to ground state [2].

The radiative rate from a given excited singlet state to the
ground state can be obtained by integrating over the optical emis-
sion spectrum. For a complex molecule, by and large, the rate for-
malism is based on harmonic approximation and when the
ground state and the excited state potential energy surfaces are dif-
ferent, Duschinsky rotation effects (DRE) is considered. Here, the
theoretical evaluation involves a large number of multidimensional
Franck–Condon integrals (FCIs). Standard algorithms relying on
recurrence relations between the FCIs [3–11] requires formidable
computational efforts with increasing system size, especially worse
when vibrational modes are mixing. In practice, only a few modes
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with dominant contributions to FCIs are selected, and the transition
is always assumed to start from the lowest vibration state (T = 0 K)
[12]. Progresses have been made in developing efficient and accu-
rate techniques to calculate FCIs. Yan and Mukamel have proposed
a Green’s function formalism both for absorption and emission
spectra with DRE [13]. Grimme et al. firstly constructed the block-
diagonal model Duschinsky rotation matrix with a set of approxi-
mate modes replacing the exact ones, and calculated the FCIs sepa-
rately for the blocks by discarding all the modes below threshold,
and then the total FCIs is obtained by direct multiplication
[14,15]. Barone and co-workers presented an approach which can
automatically select the relevant vibronic contributions to the spec-
trum until the spectrum converged [16–18]. Different from the
above sum-over-states methods, the vibration correlation function
approach was adopted to derive the FCIs with DRE by Pollak and co-
workers [19–21]. The vibration correlation function method can
give a full analytic formalism and all the vibrational modes are con-
sidered. In this work, we extend the vibration correlation function
formalism to the radiative rate with Herzberg–Teller (HT) effect
at finite temperature, in addition to DRE.

In the non-radiative decay process, the electronic energy of
molecule in higher electronic excited state (say the first excited
state S1) is converted into the vibrational energy of the molecule
or the environment, as the molecule relaxes into a lower ground
electronic state (S0) or a triplet electronic state (T1). In the former
case the non-radiative transition is called internal conversion (IC)
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and in the latter case, the intersystem conversion (ISC). In contrast
to radiative decay, the calculation of non-radiative decay rate is
difficult mainly because the coupling between the electron and
vibration is not simple. The non-adiabatic quantum dynamic the-
ory is only limited to small molecules with two or three atoms
[22,23] because it is impossible to obtain the potential energy sur-
faces for both excited state and ground state for polyatomic mole-
cules. The displaced harmonic oscillator approximation model was
first outlined by Robinson and Frosch [24]. Then the concepts and
theory of radiationless transition in isolated molecules were first
formulated in the 60s [25–34]. It has been widely applied to dia-
tomic molecules at the ab initio quantum chemistry level [35,36].
Displaced harmonic oscillators model have been considered for
small polyatomic molecules with limited DRE mode mixing by
Lin et al. [37,38]. Recently Peng et al. derived an analytic internal
conversion (IC) rate including complete mode mixing DRE [39].
Niu et al. further developed a more general promoting-mode free
formula for IC rate [40]. In this work, we will first summarize these
recent progresses and will present some numerical computational
studies on the emission spectrum of anthracene and we will give a
numerical rationalization for the exotic aggregation induced emis-
sion phenomena in 9-[(o-Aminophenyl)phenylmethylene]-9H-
fluorene.

2. Methodology

2.1. Displaced harmonic oscillator model

Under the adiabatic approximation, the state of a molecule can
be described a product of electronic state and vibrational state as
jjv ji ¼ jUjijHjv j

i. In the harmonic approximation, the vibrational
state is composed of N = 3n � 6 or 3n � 5 (n is the number of atoms
for a molecule) normal modes, jHjv j

i ¼ jvjv j1
vjv j2

. . .vjv jN
i. And v j ¼

fv j1;v j2; . . . ;v jNg is a set of vibrational quantum numbers. jvjv jk
i

is the eigenstate of 1-dimensional harmonic oscillator
Hamiltonian:

bHjk ¼
1
2
bP2

jk þx2
jk
bQ 2

jk

� �
ð1Þ

bPjk and bQ jk are the kth mass-weighted nuclear normal momentum
operator and normal coordinate operator of the jth electronic state,
respectively. And the initial and final electronic states are denoted
by i and f. Then the normal coordinates of the two electronic states
Qik and Qfl are related by an orthogonal Duschinsky [41] rotation
matrix Si f and a displacement vector Di f between the minima
of the initial state and final state parabolas

Q ik ¼
XN

l

Si f ;klQ fl þ Di f ;k ð2Þ

In the following, we will conveniently abbreviate Si f Di f to S
and D.

2.2. Spontaneous radiative decay rate

In the framework of quantum electrodynamics, the spontane-
ous radiative decay rate per unit frequency range can be expressed
as [42]

IrðxÞ ¼
4x3

3�hc3

X
v i ;v f

Piv i
ðTÞjhHf v f

j~lfijHiv i
ij2dðxiv i ;f v f

�xÞ ð3Þ

Here c is the vacuum velocity of light. Piv i
ðTÞ is the Boltzmann

distribution function for the initial vibronic manifold.
~lfi ¼ hUf j~ljUii is the electronic transition dipole moment, which
depends on the nuclear coordinates, and can be expanded as
~lfi ¼ ~l0 þ
X

k

~lkQ k þ
X

k;l

~lklQ kQ l þ � � � ð4Þ

For strongly allowed transitions, the emission is usually domi-
nated by the zero-order term, the first term of Eq. (4). While for
weakly allowed or forbidden transition one must consider also
the first order term, namely, the Herzberg–Teller approximation

~lfi ¼ ~l0 þ
X

k

~lkQ k ð5Þ

Inserting (5) into (3), the rate formula turns into three parts,

IrðxÞ ¼ IFC
r ðxÞ þ IFC=HT

r ðxÞ þ IHT
r ðxÞ; ð6Þ

where

IFC
r ðxÞ ¼

4x3

3�hc3 j~l0j2
X
v i ;v f

Piv i
ðTÞjhHf v f

jHiv i
ij2dðxiv i ;fv f

�xÞ ð7Þ

is the Franck–Condon (FC) spectrum, and

IFC=HT
r ðxÞ ¼ 4x3

3�hc3

X
v i ;v f

Piv i
ðTÞdðxiv i ;f v f

�xÞ
XN

k¼1

~l0 �~lkhHf v f
jHiv i

i

� hHiv i
jQ fkjHf v f

i ð8Þ

is the mixed spectrum of Franck–Condon and Herzberg–Teller, and

IHT
r ðxÞ ¼

4x3

3�hc3

X
v i ;v f

Piv i
ðTÞdðxiv i ;f v f

�xÞ

�
XN

k;l¼1

~lk �~llhHf v f
jQ fkjHiv i

ihHiv i
jQ fljHf v f

i ð9Þ

is the Herzberg–Teller (HT) spectrum term.
Applying the Fourier transformation,

dðxÞ ¼ 1
2p

Z
eixt dt ð10Þ

Eq. (7)–(9) can be recast as,

IFC
r ðxÞ ¼

2x3

3p�hc3 j~l0j2
Z

e�ixteiEif t=�hZ�1
iv qFC

0 ðt; TÞdt ð11Þ

IFC=HT
r ðxÞ ¼ 2x3

3p�hc3

X
k

~l0 �~lk

Z
e�ixteiEif t=�hZ�1

iv qFC=HT
k ðt; TÞdt ð12Þ

IHT
r ðxÞ ¼

2x3

3p�hc3

X
k;l

~lk �~ll
Z

e�ixteiEif t=�hZ�1
iv qHT

kl ðt; TÞdt ð13Þ

where

qFC
0 ðt; TÞ ¼ Tr e�isf

bHf e�isi
bHi

� �
ð14Þ

qFC=HT
k ðt; TÞ ¼ Tr Q fke�isf

bHf e�isi
bHi

� �
ð15Þ

qHT
kl ðt; TÞ ¼ Tr Qfke�isf

bHf Q fle
�isi
bHi

� �
ð16Þ

are three correlation functions. Ianconescu and Pollak have first de-
rived an analytic form of Eq. (14) by invoking Gaussian integrations:

qFC
0 ðt; TÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det½af ai�

det½B�det½B� AB�1A�

s

� exp
i
�h
½DT ESðB� AÞ�1GST D�

� �
: ð17Þ

Here b = 1/(kBT),
sf ¼ t=�h; isi ¼ b� isf ; akðsÞ ¼ xk= sinð�hxksÞ; bkðsÞ ¼ xk= tanð�hxksÞ.
a and b are diagonal matrices, with diagonal elements akðsÞ, bkðsÞ,
respectively
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A ¼ af þ ST aiS ð18 - 1Þ
B ¼ bf þ ST biS ð18 - 2Þ
G ¼ bf � af ð18 - 3Þ
E ¼ bi � ai ð18-4Þ

In order to get a unified expression of Eq. (14)–(16), we define
the following two matrices:

K ¼
B �A
�A B

� �
2�2N

ð19 - 1Þ

F ¼ DT ES DT ES
	 
T

1�2N ð19-2Þ

Then Eq. (17) can be rewritten as

qFC
0 ðt; TÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det½af ai�
det½K�

s
exp � i

�h
1
2

FT KF � DT ED
� �� �

ð20Þ

For FC/HT mixed spectrum term, an additional vector
HFC=HT

k ¼ ½01 � � �1k � � �02N�T1�2N is introduced. Then Eq. (15) can be
written as,

qFC=HT
k ðt; TÞ ¼ �qFC

0 ðt; TÞ ðH
FC=HT
k ÞK�1F

n o
ð21Þ

For HT spectrum, a matrix GHT
lk ¼

011 012 � � � 01Nþl � � �
021 022 � � � 02Nþl � � �
� � � � � � � � � � � � � � �
0k1 0k2 � � � 1kNþl � � �
� � � � � � � � � � � � � � �

266664
377775 is

introduced so that the HT term Eq. (16) becomes

qHT
kl ðt; TÞ ¼ qFC

0 ðt; TÞ i�hTr½GHT
lk K�1� þ ðK�1FÞT GHT

lk ðK
�1FÞ

n o
ð22Þ

We further define,

~l2
r ðt; TÞ ¼ j~l0j2 �

X
k

~l0 �~lk ðHFC=HT
k ÞK�1F

h i
þ
X

kl

~lk �~ll i�hTr GHT
lk K�1

h i
þ ðK�1FÞT GHT

lk ðK
�1FÞ

h i
ð23Þ

The final radiative decay rate per unit frequency range at x can
be obtained as:

IrðxÞ ¼
2x3

3p�hc3

Z
e�ixteiEif t=�hZ�1

iv qFC
0 ðt; TÞ~l2

r ðt; TÞdt ð24Þ

The emission spectrum is closed related with Eq. (24):

IrðxÞ � �hx ¼ 2x4

3pc3

Z
e�ixteiEif t=�hZ�1

iv qFC
0 ðt; TÞ~l2

r ðt; TÞdt ð25Þ

The spontaneous radiative decay rate constant is the integration
of Eq. (24):

kr ¼
Z 1

0
IrðxÞdx ¼ kFC

r þ kFC=HT
r þ kHT

r ð26Þ

Besides, the absorption coefficient of the absorption spectrum
has the same form and derivation as the spontaneous emission
spectrum, and the final calculation formula is

aðxÞ ¼ 2px
3�hc

Z
eixte�iEfi t=�hZ�1

iv qFC
0 ðt; TÞ~l2

aðt; TÞdt ð27Þ
2.3. Internal conversion (IC) rate

Applying Fermi Golden rule, the IC rate can be presented as,

kic ¼
2p
�h
jH0fij

2dðEfi þ Efv f
� Eiv i

Þ; ð28Þ

where
H0fi ¼ ��h2
X

l

Uf Hf v f

@Ui

@Q fl

@Hiv i

@Qfl

����� 
is the non-adiabatic perturbation. Applying Condon approximation,

H0fi ¼ ��h2
X

l

hUf jbPfljUiihHf v f
jbPfljHiv i

i ð29Þ

Substituting (29) into (28), the IC rate can be expressed as [40]

kic ¼
X

kl

2p
�h

RklZ
�1
iv

X
v i ;v f

e�bEiv i PkldðEfi þ Ef v f
� Eiv i

Þ ð30Þ

Here

Rkl ¼ hUf jbPfkjUiihUijbPfljUf i ð31 - 1Þ
Pkl ¼ hHf v f

jbPfkjHiv i
ihHiv i

jbPfljHf v f
i ð31-2Þ

Using Fourier transformation of delta function,

kic;kl ¼
1

�h2 Rkl

Z 1

�1
dt eixif tZ�1

iv qic;klðt; TÞ
h i

ð32Þ

qic,kl(t,T) is a correlation function of the form,

qic;klðt; TÞ ¼ Tr bPfke�isf
bHf bPfle�isi

bHi

� �
ð33Þ

The analytic solution of the correlation function is obtained,

qic;klðt; TÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det½af ai�
det½K�

s
exp � i

�h
1
2

FT K�1F � DT ED
� �� �

;

i�hTr GIC
lk K�1

h i
þ ðK�1FÞT GIC

lk ðK
�1FÞ � ðHIC

kl Þ
T K�1F

n o
ð34Þ

where

GIC
lk ¼

GIC
lk;11 GIC

lk;12

GIC
lk;21 GIC

lk;22

" #

GIC
lk;11 ¼

. . .

0

�bfk½ST aiS�l!k; :

0

. . .

26666664

37777775

GIC
lk;12 ¼

. . .

0

bfk½ST biS�l!k;:

0

. . .

26666664

37777775

GIC
lk;21 ¼

. . .

0

afk½ST aiS�l!k;:

0

. . .

26666664

37777775

GIC
lk;22 ¼

. . .

0

�afk½ST biS�l!k;:

0

. . .

26666664

37777775
HIC

kl ¼
HIC

kl;1

HIC
kl;2

" #
HIC

kl;1 ¼ � � � 0 bfk½DT ES�l!k 0 � � �
	 
T

HIC
kl;2 ¼ � � � 0 �afk½DT ES�l!k 0 � � �

	 
T



-500 0 500 1000 1500 2000 2500 3000 3500 4000
0.0

0.2

0.4

0.6

0.8

1.0
a

A
bs

or
pt

io
n

Relative Energy / cm-1

 ref. [50] exp.
 ref. [48] cal.
 this work

1000 0 -1000 -2000 -3000 -4000 -5000
0.0

0.2

0.4

0.6

0.8

1.0
b

E
m

is
si

on

Relative Energy (cm-1 )

 ref. 47(a) exp.
 this work

Fig. 1. Comparisons of the calculated absorption (a) and emission (b) spectra with
the previous experiments and theoretical results (absorption only).
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Here, ½ST aiS�l!k;: is the lth row of matrix ½ST aiS�. We multiply it
with �bfk, and insert it into the kth row of GIC

lk;11. The rest rows of
GIC

lk;11 are null. ½DT ES�l!k is the lth element of row matrix ½DT ES�.
We multiply it with bfk, and then insert it into the kth row of HIC

kl ,
the rest elements of HIC

kl are null.
Comparing IC correlation function Eq. (34) with HT correlation

functions Eq. (21) and Eq. (22), it can be found that these have
the same form. The only differences are the definition of matrix
G and vector H.

The electronic coupling term Rkl of IC rate Eq. (30) can be ob-
tained with the first order perturbation theory following Lin [25].
The electronic Hamiltonian can be expanded to the first order in
a Taylor series of normal coordinates,

H ¼ H0 þ
X

k

ð@V=@QfkÞ0Q kl; ð35Þ

where H0 contains the usual kinetic and potential energies for the
electrons at the equilibrium configuration, V � Vðr;RÞ stands for
the Coulomb interaction potential between electrons and nuclei.
The initial and final electronic states in the internal conversion pro-
cess can be written as,

Uij i � U0
i

�� E
þ
X
jð–iÞ

hU0
j j
P

k
ð@V=@Q fkÞ0Q fkjU0

i i

ðE0
i � E0

j Þ
U0

j

��� E
; ð36Þ

Uf

�� �
� U0

f

��� E
þ
X
jð–f Þ

hU0
j j
P

k
ð@V=@Q fkÞ0QfkjU0

f i

ðE0
f � E0

j Þ

264
375 U0

j

��� E
; ð37Þ

respectively.
Here E0

i and E0
f represent the adiabatic energy of two electronic

states at the equilibrium position in the ground state. And the elec-
tronic coupling term can be obtained as,

Uf
@

@Q fl

���� ����Ui

� 
¼

U0
f

@V
@Qfl

��� ���U0
i

D E
ðE0

i � E0
f Þ

: ð38Þ

and the numerator can be expanded in the following way:

@V
@Q fl

¼ �
X
r;a

@

@Qfl

Zre2

jra � Rrj

¼
X
r;a

X
j

1ffiffiffiffiffiffiffi
Mr
p

@qrj

@Q fl

Zre2ðraj � RrjÞ
jra � Rrj3

¼ �
X
r

Zre2ffiffiffiffiffiffiffi
Mr
p

X
j

ErjLfrj;k ð39Þ

where a and r are indices for electrons and nucleus, respectively.
j = x, y, z represents Cartesian component. Lfrj;l ¼ @qrj=@Qfl is the
component of the kth eigenvector of Hessian matrix.
Erj ¼

P
aeðraj � RrjÞ=jra � Rrj3 is the jth component of the electric

field operator for the nucleus centered at r.
Then

U0
f j@V=@Q fljU0

i

D E
¼ �

X
r

Zre2ffiffiffiffiffiffiffi
Mr
p

X
j

U0
f jErjjU0

i

D E
Lfrj;l

� �
X
r

Zre2ffiffiffiffiffiffiffi
Mr
p

X
j

Ef i;rjLfrj;k ð40Þ

Ef i;rj is the transition matrix element over the one-electron electric
field (from all electrons) operator at atomic center r. Ef i;rj can be
calculated by CIS, TDDFT, or CASSCF methods which has already
been implemented in quantum chemistry package such as Gaussian
or Molpro.
3. Computational results for the photophysical properties of
complex molecules

3.1. Computational details

The molecular equilibrium geometries for the ground state S0

are optimized at the level of density functional theory (DFT) with
hybrid exchange–correlation functional. And the time-dependent
density functional theory (TDDFT) is applied to optimize the first
excited S1 state of the compounds. The B3LYP functional and 6-
31g* basis set are used. At the equilibrium geometries, the vibra-
tional frequencies and the normal vibrational modes of S0 elec-
tronic states are calculated by analytic energy gradients, and the
ones for S1 are obtained by numerical energy gradients. These elec-
tronic structure calculations are carried out by using TURBOMOLE
5.9 program package [43]. The transition electric field
Ef i;rj ¼

R
drqfiðrÞErjðrÞ (qfiðrÞ is the transition density) for each

atom at the ground equilibrium geometry is calculated at the
TDDFT/B3LYP/6-31G* level using Gaussian 03 program package
[44] in order to calculate the electronic coupling terms for the IC
process, namely, the first-order derivative of the excited state
wavefunction with respect to the normal mode coordinates, see
Ref. [39]. Based on the electronic structure information, the Dus-
chinsky matrix and the normal mode displacements of the two
electronic states of compounds, the radiative and non-radiative
rate are evaluated by means of home-made codes.
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3.2. Spectra and rates of anthracene

We choose anthracene as the first example because (i) its
photophysical properties are well-established [45], which can al-
low us to validate our formalism by comparing with previously re-
ported results [2,15,46,47]; (ii) it is a typical member of rigid
polycyclic aromatic hydrocarbons which shows interesting photo-
physical properties and from which many excellent opto-elec-
tronic materials can be derived. In order to compare the results,
D2h symmetry is adopted and the frequencies are scaled by the fac-
tor of 0.9614, which is a common practice [48]. The calculated ver-
tical exited energies from S0 (1Ag) to S1 (1B2u) are 3.23 eV, which is
the same as previously calculated results [46], and the adiabatic
excited energy (3.02 eV) also agrees well with the previous theo-
retical result (2.90 eV), while 0.41 eV lower than experimental
one (3.43 eV [47]). Comparison of the obtained absorption and
emission spectra with the experimental [49] as well as the previ-
ously calculated ones is shown in Fig. 1. The absorption spectrum
is broadened by Gaussian function using a constant half-width of
r = 100 cm�1. From Fig. 1(a), it is clear that the computed absorp-
tion spectrum, including the weak shoulders located 300–
750 cm�1 below the 0–0 transition corresponding to the hot band
transitions, which was not manifested in Ref. [46], is in excellent
agreement with the experiment. Fig. 1(b) shows that the calculated
emission spectrum is also consistent with the experiment one.
These indicate that our vibration correlation function method
works very well for the molecular spectra. The radiative decay
and the non-radiative IC rates are evaluated at 300 K. The radiative
decay rate is calculated to be 2.28 � 107 S�1, which is close to pre-
viously documented experimental results of 6.20 � 107 S�1 in Ref.
[50], or 5 � 107 S�1 in Ref. [2], or 6.0 � 107 S�1 in Ref. [47a]. The
non-radiative decay rate is calculated to be 7.5 � 105 S�1, again
comparable with experimental measurement of 3.5 � 105 S�1 from
Ref. [50]. The nice agreements with the experiments validate the
present efficient rate theory.
50 100 150 200 250 300

0

20

ra
di

temperature/K

Fig. 3. Temperature dependence of internal conversion rates of the radiationless
transition from S1 to S0 states of 9-[(o-Aminophenyl)phenylmethylene]-9H-fluo-
rene: with DRE (filled circle) and without DRE (filled square).

5

3.3. Aggregation induced emission phenomena in 9-[(o-
Aminophenyl)phenylmethylene]-9H-fluorene molecule

In general, intermolecular interaction quenches luminescence.
However, recently a class of molecules is found to exhibit exotic
aggregation induced light emission phenomena, namely, the mol-
ecule is weakly luminescent in solution, but strongly emissive in
aggregate forms [51]. A recent example is 9-[(o-Aminophenyl)phe-
nylmethylene]-9H-fluorene (for molecular structure, see Fig. 2),
which exhibit typical aggregation induced emission (AIE) behavior
[52], much as many other systems [53–62]. AIE phenomenon has
attracted much attention because a light-emitting device should
work efficiently in solid phase. In order to understand the origin
NH2

Fig. 2. Molecular structure of 9-[(o-Aminophenyl)phenylmethylene]-9H-fluorene
molecule.
of the AIE phenomenon, we have performed first-principles calcu-
lations on the excited state decay rates in invoking the excited
state-vibration couplings for silole [63,64], cis, cis-1, 2, 3, 4-tetra-
phenyl-1, 3-butadiene molecules [65], and phenyl substituted
polyenes [66]. We found that (i) the non-radiative transition rate
can be fully suppressed when going from solution phase to solid
phase, because of the restriction of the side phenyl ring twisting
motion; (ii) Duschinsky rotation effect is rather important in the
photophysical process and essential to understand the tempera-
ture dependence of AIE molecules.

According to Jablonski diagram, there are three main pathways
to dissipate energy from the first excited S1 state: (i) the radiative
process from S1 to S0 (kr); (ii) the non-radiative internal conversion
process from S1 to S0 (knr); (iii) the intersystem crossing process
from S1 to T1 (kisc). First, for the strongly fluorescent 9-[(o-Amino-
phenyl)phenylmethylene]-9H-fluorene molecule, kisc is very small
and can be neglected owing to small spin–orbital coupling con-
stant in pure organic systems, while the IC rate of such flexible sys-
tem becomes much faster than that of the rigid planar molecule
(say anthracene) due to the ease of energy dissipation through
vibration in the flexible molecules and the intersystem crossing
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Fig. 4. Temperature dependence of the radiative transition rates from S1 to S0 states
of 9-[(o-Aminophenyl)phenylmethylene]-9H-fluorene: with DRE (filled circle) and
without DRE (filled square).
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process can not compete. Thus we will focus on the IC and the radi-
ative rates.

Figs. 3 and 4 present the calculated temperature dependence of
the radiative decay and IC rates with and without DRE for 9-[(o-
Aminophenyl)phenylmethylene]-9H-fluorene. The following
observations can be made: (i) taking DRE into account, the IC rate
is calculated to increase about 30 times from 77 K to 300 K. If DRE
is neglected, the IC rate does not really depend on temperature; (ii)
the radiative decay rates are hardly dependent on temperature,
Table 1
Wavenumber (cm�1) of normal modes with non-negligible contribution for the S0 and
S1 states.

Mode S0 S1

1 21 42
2 33 56
3 45 62
4 51 77
5 61 81
6 70 101
7 103 118
9 160 170
11 192 191
12 201 200
13 228 233
17 303 311
18 351 397
19 405 429
20 421 434
21 427 437
22 440 455
24 462 465
28 520 544
29 551 551
30 557 568
31 585 578
33 614 595
38 703 665
40 724 717
41 759 749
42 762 756
44 771 767
46 785 801
49 835 835
53 884 889
57 966 960
58 975 964
60 987 976
63 1013 999
68 1048 1034
71 1062 1052
72 1078 1053
74 1106 1107
76 1151 1142
82 1191 1196
83 1220 1220
85 1258 1249
86 1291 1299
90 1338 1341
91 1342 1351
96 1477 1432
99 1490 1486
100 1513 1492
103 1532 1517
104 1617 1534
107 1633 1601
109 1642 1610
112 1666 1640
113 1669 1657
114 3154 3155
119 3172 3166
123 3181 3182
124 3185 3186
130 3225 3208
131 3538 3415
with DRE or without DRE; (iii) If DRE is ignored, kIC at any temper-
ature is always more than 200 times larger than kr which is con-
trary to experiment. When DRE is considered, at low
temperature (77 K), kIC is about 20 times as large as kr, but becomes
almost three orders of magnitudes larger at 300 K, indicating tem-
perature fluorescence quenching phenomena, in agreement with
experiment.

Normal modes contribute in two parts to the excited state de-
cay processes: in the electronic coupling term Rkl ¼ hUf jP̂fkjUii
hUijP̂fljUf i appearing in the prefactor of IC rate formula and in the
Franck–Condon factor for both rate formulae representing the con-
tributions from the normal reorganization energy going from one
electronic state to another. We present some normal modes with
noticeable contributions for the S0 and S1 states in Table 1.

The calculated electronic coupling matrix Rkl is plotted in Fig. 5.
Note that the present formalism is promoting-mode free, namely,
all the modes contribute to promote the internal conversion pro-
cess through the matrix Rkl form. From Fig. 5, it can be seen that
the matrix elements with larger values always involve the dou-
ble-bond stretching vibrations of carbon–carbon, with frequencies
�1600 cm�1(indexed � 100 in the normal mode ascending se-
quence). It is also noted that this mode couples strongly with many
others modes. Thus, even though one can identify one mode with
the largest contribution, only considering Rkk (k � 100) in the tradi-
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tional promoting mode formalism is incomplete, because many
other non-diagonal terms could be also important.

For a normal mode l, its reorganization energy kl is the product
of the Huang–Rhys factor ðHRl ¼

xl�D2
l

2�h Þ of the normal mode and the
corresponding vibrational energy �hxl, kl ¼ HRl � �hxl, seen in Fig. 6.
The normal modes are indexed with increasing frequencies.

The first six low-frequency modes (<100 cm�1) contribute lar-
gely to the reorganization energy, about 56% of the total. According
to our previous work [63–66], this could lead to aggregation in-
duced emission phenomena, namely, energy dissipation pathways
via low-frequency (twisting or group-swinging) motions are easily
quenched in aggregation or at lower temperature, leading to radi-
ative decay recovery.

We further look in detail the Duschinsky rotation matrix, which
manifests the difference between the potential energy surfaces of
electronic excited state and ground state at the harmonic oscillator
approximation. The contour map for the absolute values of the
Duschinsky rotation matrix elements is depicted in Fig. 7. The
absolute values of matrix elements can measure the mixing degree
of the corresponding two modes of two electronic states. Fig. 7(a)
indicates that the mixing of the first six modes with low frequen-
cies (<100 cm�1) is large. Therefore, from the above two points, a
conclusion can be drawn that the low-frequency modes, which
correspond to the twist motions of two free phenyl rings, are very
important in the process of non-radiatively dissipating the excited
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state energy. Moreover, this suggests that DRE can have great effect
on the IC rate. Besides, from Fig. 7(b), it can be seen that apart from
the low-frequency modes, the Duschinsky rotation matrix is al-
most diagonal, which means that the mode mixings for all other
modes are negligible.

4. Summary

To summarize, we have developed the general analytic radiative
and non-radiative decay rate formalism with Herzberg–Teller and
Duschinsky rotation effects through vibration correlation function
approach. The advantages of the present rate theory are that (i) the
formalism is analytic and general which can be easily implemented
numerically in coupling with modern electronic structure theory;
(ii) it can be applied to quantitatively understand the photophysics
of complex molecules. The application to anthracene shows that
the calculated absorption and emission spectra and the radiative
and non-radiative decay rates are all in good agreement with the
experiments. To the best of our knowledge, this is the first theoret-
ical calculation at the first-principles level. Then we interpret the
exotic aggregation induced emission phenomenon for 9-[(o-Ami-
nophenyl)phenylmethylene]-9H-fluorene: the combination of the
twisting motions of free phenyl rings (largely contributing to nu-
clear motion part) and the double-bond stretching vibrations (lar-
gely contributing to electronic coupling part) largely dissipates the
energy of the excited state, which leads to the compound no lumi-
nescence in diluted organic solution. However, the motions are
easily suppressed in molecular aggregation state at low tempera-
ture or with high water contents of solution, and the non-radiative
decay channel is blocked. Then the radiative decay dominates and
the fluorescent efficiency is enhanced. The present rate theory is
both an effective tool to describe the excited-states dynamic pro-
cesses of large molecules and a powerful tool for the design of
new high-efficiency light-emitting materials. It should be borne
in mind that the displaced harmonic oscillator model is a quite
crude approximation. It is valid for dynamics near the equilibrium
point in the potential energy surface. Anharmonicity has been ig-
nored here which could cause serious errors when deviating well
away from the equilibrium points. We note that recent progresses
in semiclassical on-the-fly approach by Tatchen and Pollak [67]
could be very promising to overcoming such difficulty.
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