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The electronic coupling between adjacent molecules is an important parameter for the charge

transport properties of organic semiconductors. In a previous paper, a semiclassical generalized

nonadiabatic transition state theory was used to investigate the nonperturbative effect of the

electronic coupling on the charge transport properties, but it is not applicable at low temperatures

due to the presence of high-frequency modes from the intramolecular conjugated carbon–carbon

stretching vibrations [G. J. Nan et al., J. Chem. Phys., 2009, 130, 024704]. In the present paper,

we apply a quantum charge transfer rate formula based on the imaginary-time flux–flux correlation

function without the weak electronic coupling approximation. The imaginary-time flux–flux

correlation function is then expressed in terms of the vibrational-mode path average and is

evaluated by the path integral approach. All parameters are computed by quantum chemical

approaches, and the mobility is obtained by kinetic Monte-Carlo simulation. We evaluate the intra-

layer mobility of sexithiophene crystal structures in high- and low-temperature phases for a wide

range of temperatures. In the case of strong coupling, the quantum charge transfer rates were found

to be significantly smaller than those calculated using the weak electronic coupling approximation,

which leads to reduced mobility especially at low temperatures. As a consequence, the mobility

becomes less dependent on temperature when the molecular packing leads to strong electronic

coupling in some charge transport directions. The temperature-independent charge mobility in

organic thin-film transistors from experimental measurements may be explained from the present

model with the grain boundaries considered. In addition, we point out that the widely used Marcus

equation is invalid in calculating charge carrier transfer rates in sexithiophene crystals.

I. Introduction

There have been tremendous developments in the last decade

in the use of conjugated molecules as active materials in

opto-electronic applications, including organic thin-film

transistors (OTFTs),1,2 light-emitting displays,3 and photo-

voltaic cells.4 The performance of such novel electronic devices

made of organic semiconductors depends largely on their

ability to efficiently transport charges. Since there are millions

of organic candidates that can be made by today’s technology,

addressing the quantitative structure–function relationship is

key to identifying high-performance organic semiconductor

materials.5,6

Molecular packing is a factor of utmost importance for

charge transport properties. The interaction between neigh-

boring molecules can vary greatly for different molecular

packings, which leads to different transport efficiencies and

anisotropies. For example, the oligothiophene crystal struc-

tures in the high-temperature (HT) phase are much different

from those in the low-temperature (LT) phase.7 Calculations

have shown that mobilities in the HT phase are much larger

than those in the LT phase.8 Another example is tetracene9,10

and related systems, such as rubrene.10–13 It has been shown

that mobilities of rubrene always exceed those obtained for the
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unsubstituted tetracene under the same conditions.10,14 The

higher mobilities measured for rubrene were attributed to the

different solid-state packing found in both systems.15 Mean-

while, experiments have shown that the mobilities of rubrene

are clearly anisotropic,12 which is consistent with theoretical

calculations that the intermolecular interaction varies in

different directions.14 Usually, the reported mobilities depend

strongly on sample preparation and measurement techniques,

and thus the actual structure–property relationships are

difficult to assess. Therefore computational studies are impor-

tant to provide a deeper insight into this area.

Previous work has clearly shown that the intermolecular

organization in organic semiconductors is intimately

dominated by weak van der Waals interactions between

adjacent molecules,16–18 which results in a narrow bandwidth.

Furthermore, the mean free path of charge carriers becomes

shorter than the lattice constant at high temperature.19 Thus, it

is generally agreed that, at least at room temperature,

the charge mobility of semiconducting organic materials is

determined by a hopping transport process. Although the

experiments have shown that the mobilities behave in a

band-like manner at low temperatures in very pure crystals

of naphthalene20 and rubrene,12,13 theoretical calculations

have shown that the band-like temperature-dependence of

mobilities can be obtained from hopping model when the

nuclear tunneling effect is considered.14 Hopping transport

can be depicted as a charge transfer (CT) reaction in which a

charge is transferred from one molecule to the neighboring

one. It is also assumed that the charges localize on a molecule

long enough so the nuclei relax to their equilibrium geometry,

inducing a lattice deformation and forming a polaron. In the

semiclassical approximation, or high-temperature limit,

Marcus theory has been used extensively to study the influence

of crystal structures on the charge mobilities,8,21–24 and thus

two major parameters determine self-exchange CT rates:

(i) the electronic coupling (or transfer integral) between

adjacent molecules, which needs to be maximized, and (ii)

the reorganization energy, which needs to be small for efficient

charge transport. The reorganization energy of self-exchange

CT reactions in a hole-hopping material is defined as the sum

of the geometrical relaxation energies of one molecule upon

going from the neutral-state geometry to the charged-state

geometry and the neighboring molecule upon going through

the inverse process.25 The electronic coupling is mainly deter-

mined by the molecular packing and can vary by several

orders of magnitude in organic crystals,8,21 which may result

in the first-order perturbation being invalid in some directions.26

In ref. 26, a generalized nonadiabatic transition state theory

(GNTST) has been applied to investigate the nonperturbative

effect of the transfer integrals on the charge transport in

oligothiophenes, but the results showed that this semiclassical

method is not applicable below room temperature for

oligothiophene due to the presence of the high-frequency

normal modes from the intramolecular conjugated carbon–

carbon stretching vibrations.8,14,15 How the nonperturbative

effect of the electronic coupling influences the charge mobility

with temperature is still not clear. Understanding such effects

will be helpful to further understand the structure–property

relationships and experimental measurements in organic

semiconductors. To achieve this goal, more accurate quantum

CT rate theories are required.

The rigorous quantum mechanical rate constant has been

derived in terms of the time integral of the real-time flux–flux

correlation function (FFCF).27 Considerable progress has

been made to compute the real-time FFCF over the last few

years.28–32 The principal theoretical tool used by these and

many other authors is the path integral method.33 One of the

main advantages of this approach is the nonperturbative

nature of the theory, so that the electronic coupling strength

need not be small for its applicability. However, real-time

FFCFs are still hard to obtain due to the sign problem.34 In

the literature, a widely used alternative is the analytical

continuation approach, where the real-time quantum

dynamics is obtained from imaginary time correlation

functions, as implemented in a number of quantum, mixed

quantum-classical, and semiclassical methods.35–38 In such a

way, the quantum CT rate is expressed by the time integral of

the imaginary-time FFCF. Since the CT rates are often

dominated by saddle-point trajectories in imaginary time,37,39

Wolynes proposed that the CT rates can be computed from

the stationary phase approximation (SPA) with path integral

Monte-Carlo methods.40 Later, an extended SPA approach

was proposed to overcome the inaccuracy of the quadratic

expansion in the SPA at low temperatures.41 The SPA has also

been employed in the instanton approach,37 where Miller and

co-workers successfully applied the semiclassical SPA with

two dividing surfaces to compute the rate constant, and

achieved excellent agreement with the exact results.42 Thus,

the evaluation of imaginary-time FFCF is the key for the CT

rate constants. We note that Cao et al. have proposed an

effective numerical scheme to compute the FFCF for the two-

state CT Hamiltonian.43 In their work, the FFCF is expressed

in terms of vibrational-mode path average, while the path

average can be performed by directly sampling paths of the

harmonic vibrational modes and then propagating the charge

carriers under the influence of harmonic vibrational modes.

In the present paper, our primary interest is to apply a

quantum CT rate formula without the assumption of weak

electronic coupling to reveal the impact of the electronic

coupling, and thus the molecular packing, on charge transport

properties as a function of temperature. Oligothiophene is an

important organic semiconductor material, and receives wide

attention from theoretical8,44,45 and experimental7,46,47 view-

points. In this study, we choose sexithiophene crystals48,49 as

an example to verify the present CT rate theory and explore

the influence of molecular packing on charge transport. The

reason for choosing sexithiophene is that there are different

crystal structures in the HT48 and LT49 phases with the same

reorganization energy, so the difference in charge transport

properties all comes from the molecular packing. Generally

speaking, inter-layer electronic couplings are weak in

comparison with intra-layer electronic couplings in molecular

crystals,8,26,50 and have negligible influence on the charge

transport within the intra-layer plane. Therefore, the present

work only deals with two-dimensional (2D) charge transport

properties.

The paper is organized as follows. In section II, we derive the

quantum CT rate formula as a function of the imaginary-time

Pu
bl

is
he

d 
on

 1
8 

A
pr

il 
20

11
. D

ow
nl

oa
de

d 
by

 T
si

ng
hu

a 
U

ni
ve

rs
ity

 o
n 

23
/0

5/
20

18
 0

6:
08

:2
1.

 
View Article Online

http://dx.doi.org/10.1039/c1cp00001b


9738 Phys. Chem. Chem. Phys., 2011, 13, 9736–9746 This journal is c the Owner Societies 2011

FFCF and elucidate the numerical scheme of Cao et al.43 for

computing the imaginary-time FFCF. In section III, we

present the calculation methods for the intra- and inter-

molecular parameters required in the CT rate formula and

the mobility of charge carriers. Section IV gives the numerical

results and discussion. Conclusions are drawn in section V.

II. Methodology

A. Spin-boson Hamiltonian

In semiconducting organic materials, the electronic energy

difference between two electronic states for the self-exchange

CT reaction is zero.8,21,23,24 We first assume that the potential

energy surfaces on the donor and acceptor states can be

described by a shifted harmonic oscillator model, and {oj}

and {lj} are the frequencies and reorganization energies of

intramolecular normal modes, respectively. The Hamiltonians

of donor and acceptor states can then be written as26,51

H1 ¼
XN
j¼1

p2j

2mj
þ
XN
j¼1

1

2
mjo2

j xj �
1

2
x0j

� �2

ð1Þ

and

H2 ¼
XN
j¼1

p2j

2mj
þ
XN
j¼1

1

2
mjo2

j xj þ
1

2
x0j

� �2

; ð2Þ

with

x0j ¼
1

oj

ffiffiffiffiffiffiffi
2lj
mj

s
: ð3Þ

Here, N is the number of intramolecular vibrational modes, xj
and pj are the position and momentum of the j-th normal

mode with mass mj, oj and lj are the frequency and reorga-

nization energy of the j-th normal mode, respectively. It is

useful to define c2j = 1
2
mjo

2
j lj, and the Pauli matrices sz =

|1ih1| � |2ih2| and sx = |1ih2| + |2ih1|. Next, we assume that

V is the electronic coupling between the donor and acceptor

states, and the system can then be described by a spin-boson

Hamiltonian:

H ¼ Vsx þ
XN
j¼1

p2j

2mj
þ 1

2
mjo2

j xj �
cj

mjo2
j

sz

 !2
2
4

3
5: ð4Þ

This is the primary model for investigating nonadiabatic

transitions because of its physical richness,52 and has been

widely applied to investigate two-state CT reactions.53–55

B. Charge transfer rate

The rigorous quantum mechanical rate constant is given by

the time integral of the real-time FFCF,27

k ¼ 1

2Z1

Z 1
�1

dtTr½e�bHeiHt=�hFe�iHt=�hF �: ð5Þ

Here,H is the total Hamiltonian and has the form of eqn (4) in

the present paper, F = (i/�h)[H,h] is the operator of flux, h =

|2ih2| is the acceptor state population, Z1 = Tr[e�bH(1 � h)] is

the partition function of the donor state, and b = 1/kBT

where T is the temperature and kB is the Boltzmann constant.

From the spin-boson Hamiltonian, eqn (4), the flux operator

can be simplified as F = �Vsy/�h with Pauli matrix sy =

i(|2ih1| � |1ih2|). The partition function of the acceptor state

has the form Z2 = Tr[e�bHh]. For the self-exchange CT

reactions, we have Z1 = Z2. Eqn (5) is then written as

k =
R
N

�N dt Cff(t), (6)

where the real-time FFCF Cff(t) is defined as

Cff ðtÞ ¼
V2

�h2Z
Tr½e�bHeiHt=�hsye�iHt=�hsy� ð7Þ

with Z = 2Z1 = Z1 + Z2 = Tr[e�bH].

It has been shown that the CT rates are often dominated by

stationary phase point trajectories in imaginary time.37,39,42

One of these stationary phase points generally occurs at a pure

imaginary time in the interval 0 to ib�h,40 which is called the

dominant saddle point (tst). The integral in eqn (6) can then be

calculated over a shifted time line t0 = tst + t:

k ¼
Z tstþ1

tst�1
dt Cff ðtst � tÞ: ð8Þ

To proceed, we introduce Wick’s rotation t - �it, then the

eqn (8) in terms of time integral of the real-time FFCF

becomes the imaginary part of the integral of the imaginary-

time FFCF

k = Im
R
Cff(tst + it) dt, (9)

and the real-time FFCF becomes the imaginary-time FFCF,

CffðtÞ ¼
V2

�h2Z
Tr e�ðb�h�tÞH=�hsye�tH=�hsy
h i

: ð10Þ

Further approximation is needed to calculate the integral

in eqn (9), which is the imaginary part of a diverging

integral. This can be done by using the saddle point

approximation,40,56–58 so we write the imaginary-time FFCF

as Cff(tst + it) = e�f(tst+it) and expand f(tst + it) at the

dominant saddle point tst, giving

f(tst + it) E f(tst) � 1
2
f0 0(tst)t

2. (11)

It is easy to show that if f00ðtstÞ ¼ C00ffðtstÞ=Cff ðtstÞ, then the

quantum CT rate constant is given by36

k ¼ CffðtstÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2p
C
00
ffðtstÞ=Cff ðtstÞ

s
: ð12Þ

It is obvious that the imaginary-time FFCF at tst has to be

evaluated before the CT rate is obtained. The next subsection

will show how to calculate the imaginary-time FFCF.

C. Path integral Monte-Carlo route for imaginary-time

flux–flux correlation function

The spin-boson Hamiltonian in eqn (4), can be separated into

three parts

H = H0 + Hvib + H0 + const., (13)

where

H0 = Vsx (14)
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is the Hamiltonian describing the electronic states of the

charge carriers,

Hvib ¼
XN
j¼1

Hj
vib ¼

XN
j¼1

p2j

2mj
þ 1

2
mjo2

j x
2
j

 !
ð15Þ

is the Hamiltonian of intramolecular vibrational modes, and

H 0 ¼ �
XN
j¼1

cjxjsz ð16Þ

is the coupling between charge carriers and intramolecular

vibrational modes. When the quantity of interest, F, is a

function of the electronic degree of freedom only, Cao et al.

has expressed this quantity at real time t in terms of

vibrational-mode path average.43 When Wick’s rotation has

been introduced, this quantity can be expressed as path

integration over imaginary time t,

hF ½xðtÞ�ivib ¼
R
dx
R
DxðtÞF ½xðtÞ�e�Sb½xðtÞ�=�hR

dx
R
DxðtÞe�Sb ½xðtÞ�=�h

; ð17Þ

where x(0) = x, x(b�h) = x and Sb[x(t)] is the imaginary-time

action functional.59 Based on eqn (17), the imaginary-time

FFCF is written as43

CffðtÞ

¼ V2

�h2

Tr exp �
R b�h�t
0 du HðuÞ=�h

� �
syexp �

R t
0 du HðuÞ=�h

� �
sy

h iD E
vib

Tr exp �
R b�h�t
0 du HðuÞ=�h

� �
exp �

R t
0 du HðuÞ=�h

� �h iD E
vib

:

ð18Þ

In the above equation, H(u) = H0 + H0[x(u)] is imaginary-

time dependent Hamiltonian of charge carriers evolving under

the influence of the harmonic vibrational modes.

Since the imaginary-time action is quadratic and thus the

functional integrand of eqn (17) in discretized form is a

multidimensional Gaussian function, the vibrational-mode

path average can be performed by direct Monte-Carlo

sampling. To achieve this, the first step is to obtain the

terminal points of all the vibrational modes. For the j-th

mode, the terminal points can be easily sampled from the

quadratic action,

expf�SbðxjÞ=�hg

¼ exp � mjoj

2�h sinhðb�hojÞ
½ðx21þx22Þcoshðb�hojÞ�2x1x2�

	 

x1¼x2¼xjj

¼ exp �mjoj

�h
tanh

1

2
b�hoj

� �
x2j

	 

:

ð19Þ

The next step is to sample the intermediate time slices of the

discretized Feynman paths. Let us define N-dimensional

vectors |x0i = |x10� � �xN0 i and |xti = |x1t� � �xNt i with xj0 and xjt
being the two terminal points of the j-th vibrational-mode

paths. It should be noted that xj0 and xjt are equivalent and can

be sampled from eqn (19). The imaginary time propagator,

whose details are given in Appendix A (see the ESIw), has the
following form

xt exp �t
Hb

�h

� �����
����x0

� 
¼ G fmj ; �oj ; x

j
0; x

j
tg

� �

�
YP�1
l¼1

Z
dal exp �1

2
o2

l a
2
l

� �
:

ð20Þ

The set {al} can be easily sampled from the Gaussian distri-

bution in eqn (20). The imaginary-time FFCF can then be

obtained with the description in Appendix A.

III. Computational details

A. Modeling intra- and intermolecular parameters

The frequencies and reorganization energies of the intra-

molecular normal modes can be computed through normal-

mode analysis.5,6,8,14,26,60 Within this approach, the geometries

of the neutral and charged molecules are first fully optimized

quantum chemically and the normal modes are calculated at

the equilibrium structures. Then the changes in geometry

between the neutral and charged states are projected onto all

the normal modes.61 Finally, the reorganization energy related

to the j-th vibrational mode can be calculated by lj = kjDQ
2
j /2,

where DQj represents the displacement along the normal mode

j between the equilibrium geometries of the neutral and

charged molecules (Fig. 1) and kj is the corresponding force

constant. In practice, the reorganization energies can be

obtained through the DUSHIN program developed by

Reimers.61 The geometry optimization and the normal-mode

analysis were carried out at density functional theory (DFT)

level by using the hybrid Becke 3-parameter functional for

exchange plus the Lee–Yang–Parr correlation functional

(B3LYP) with the 6-31G* basis set. The next step is to

calculate the intermolecular electronic coupling term. Several

methods have been proposed in the literature, e.g., energy level

splitting,23,62 minimized energy level splitting along the

reaction path,63 site-energy corrected coupling64 and direct

evaluation.8,65,66 The benchmark study of the performance

Fig. 1 Schematic representation of the potential energy surfaces of

the neutral and charged molecules. DQ is the normal mode

displacement.
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using these methods has been given elsewhere.26 It has been

found that the last three methods give very similar results. In

this work, we use the direct evaluation method to calculate the

hole transfer integral:

V = hf0,site1
HOMO|F|f

0,site2
HOMOi, (21)

where f0,site1
HOMO and f0,site2

HOMO are the highest occupied molecular

orbitals (HOMOs) of the two adjacent molecules 1 and 2 when

no intermolecular interaction is present. F is the Fock operator

and its density matrix is constructed from noninteracting

molecular orbitals:

F = SCeC�1. (22)

Here, S is the intermolecular overlap matrix, C and e are

molecular orbital coefficients and energies from one-step

diagonalization without iteration. The PW91 exchange and

PW91 correlation functionals plus a 6-31G* basis set are

employed. It has been shown that this choice can give the best

description for electronic coupling at the DFT level.67 All

DFT calculations for intra- and intermolecular parameters

were performed with GAUSSIAN 03 package.68

B. Propagation of charge carriers and evaluation of charge

mobilities

Given the quantum CT rates, the charge mobilities may be

obtained by assuming a Brownian motion of the charge

carriers in the absence of applied electric fields and using the

Einstein relation m= eD/kBT.
8,14,69 The diffusion coefficient D

is evaluated with a set of kinetic Monte-Carlo (KMC) simula-

tions through 2D molecular layer structure.14,60 We randomly

choose one molecule in one molecular layer as the starting

point. In each KMC simulation, a single charge carrier moves

in the layer via hopping events occurring between nearest-

neighbor molecules with a probability pn ¼ kn

�P
m

km

� �
for

the n-th pathway, where the summation in the denominator

runs over all the pathways in 2D molecular layer. The hopping

time is 1/kn and the hopping distance is taken to be the

molecular center–center distance. At each step, a random

number r uniformly distributed between 0 and 1, is generated.

If
Pj�1
n¼1

pnor �
Pj
n¼1

pn, then the charge is assumed to propagate

along the j-th direction. The simulation continues until the

total simulation time is achieved. We save the squared dis-

placement every 100 ns and choose the total simulation time

for each KMC to be 10 ms. Such simulations are repeated to

get thousands of independent charge diffusion trajectories

until the averaged squared displacement lðtÞ2 ¼ 1
K

PK
i¼1

liðtÞ2

reaches an approximately linear function of simulation time

t (Fig. 2) where li(t) is the transport distance for the i-th

trajectory at time t and K is the number of trajectories. In

the present paper, 2000 trajectories are performed to achieve

the averaged squared displacement. The diffusion coefficient is

then evaluated as D = limt-N(l(t)2/4t) and the charge

mobility is obtained from the Einstein relation. The statistical

error estimate is required and a simplified process has been

proposed in previous work.8,14 In the present paper, some of

the electronic couplings are large, such that the first-order

perturbation is no longer valid. However, the carrier mobility

can always be obtained from the above description as long as

the CT rates still exists.

IV. Results and discussion

Sexithiophene exhibits a herringbone structure in the crystal

form. However, depending on the sublimation temperatures,

there exist two different types of structures, which are shown in

Fig. 3. It is clear that the two crystal forms differ in the number

of molecules in the unit cell: there are two molecules in one

unit cell for the HT-grown crystal while there are four

molecules in one unit cell for the LT phase. Another difference

is that the inversion center of the centrosymmetric molecule

Fig. 2 Squared displacement li(t)
2 versus simulation time for a 2D

sexithiophene layer at room temperature. Each thin line represents an

individual trajectory of the kinetic Monte-Carlo simulations. The

thick solid line is the average over 2000 simulations.

Fig. 3 Crystal structures of sexithiophene: (a) the unit cell of the HT

phase; (b) the unit cell of the LT phase.
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does not coincide with a center of symmetry of the lattice in

the HT form, whereas it does in the LT form.7 It has been

shown that the organic active layer in OTFTs is an approxi-

mately 2D structure;71,72 the 2D charge transport pathways in

a molecular monolayer for the HT and LT phases are shown

in Fig. 4. The corresponding intermolecular center-to-center

distances and the transfer integrals are given in Table 1. It is

clear that the pathways along 1, 2, 4, and 5 in the HT phase are

more symmetric than those in the LT phase. While the center-

to-center distances of these pathways are larger for the HT

phase than those for the LT phase, the former transfer

integrals are larger than the latter. For pathways 3 and 6,

the case is opposite. The distances along these two pathways

are smaller in the HT phase than those in the LT phase, but

the former transfer integrals are smaller than the latter. These

results can be understood from molecular packing. For path-

way 5, we can see that there is a displacement of about one

thiophene ring along the long molecular axis in Fig. 5(a-1) for

the HT phase, while for the LT phase, the displacement is

about half a thiophene ring width in Fig. 5(b-1). Meanwhile,

there is little displacement along the short molecular axis for

the two phases, as seen in Fig. 5(a-2) and Fig. 5(b-2). It has

been noted that the transfer integral is large if the HOMOs of

adjacent molecules are fully bonding or antibonding, and can

be decreased when mixing occurs between bonding and anti-

bonding overlaps.5 From the HOMO wavefunction of

sexithiophene in Fig. 5(c), we can conclude that the displace-

ment of about one thiophene ring can yield a bonding or

antibonding interaction, while the displacement of about half

a thiophene ring can mix the bonding and antibonding inter-

actions, which leads to a larger transfer integral along pathway

5 in the HT phase than that in the LT phase. The situation is

the same for pathways 1, 2 and 4 as pathway 5. For pathway 3,

Fig. 6 shows that there is little displacement along the long

molecular axis between the neighboring molecules in the HT

phase and there is a displacement of about one thiophene ring

along the long molecular axis in the LT phase. The bonding or

antibonding interaction is present in each case. However, the

displacement along the short axis in the HT phase is larger

than that in the LT phase, which reduces the overlap of the

wavefunctions between adjacent molecules. Thus, the transfer

integral along pathway 3 is larger in the LT phase than that in

the HT phase. The molecular packing along pathway 6 is

similar to pathway 3. We will see below that the different

molecular packings in the crystal structures leads to different

charge transport properties.

The imaginary-time FFCF is required to obtain the CT

rates. The normal modes evaluated from section III.A are used

for the Gaussian samplings in eqn (19) and (20). When the end

Fig. 4 Charge hopping pathways in a 2D layer for sexithiophene:

(a) the pathways of the crystal structure in the HT phase; (b) the

hopping routes of the crystal structure in the LT phase.

Table 1 Intermolecular center-to-center distances and corresponding
transfer integrals of the nearest neighbors in one molecular layer for
the sexithiophene HT phase and LT phase at DFT level with PW91
exchange and PW91 correlation functionals plus a 6-31G* basis set

Pathway

HT LT

d (Å) V (meV) d (Å) V (meV)

1 5.382 36.03 4.975 18.43
2 5.382 36.04 4.925 15.68
3 5.684 3.35 6.029 10.39
4 5.382 36.03 4.925 15.67
5 5.382 36.05 4.975 18.43
6 5.684 3.35 6.029 10.39

Fig. 5 Intermolecular displacement taken from crystal packing along

the long and short molecular axes for pathway 5: (a-1) and (a-2) for

HT phase; (b-1) and (b-2) for LT phase. (c) The molecular HOMO. By

symmetry, the molecular packing along pathways 1, 2 and 4 is the

same as 5. The dashed line is intended simply as a guide to the eye.
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points have been sampled for all the vibrational modes, the

imaginary-time interval from 0 to ib�h is divided into P = 100

time slices, and the eqn (A17) in Appendix A is computed in

each time slice. In this study, 10 000 groups of the samplings

are adopted for the vibrational-mode path average in eqn (18)

to obtain the imaginary-time FFCF. 1000 such calculations

are performed to make sure that the error estimate d in

Appendix A is small enough (d o 10�3) near tst, and then

the average of the 1000 FFCFs is used in further calculations.

Fig. 7 shows the average imaginary-time FFCFs along path-

ways 3 and 5 of Fig. 4(a) which correspond to the smallest and

largest transfer integrals in Table 1. We can see the dominant

saddle point tst occurs at ib�h/2. The FFCFs become flatter

near the stationary point with decreasing temperature. The

FFCFs also become deeper with the increase of the transfer

integral for the same temperature. It should be pointed out

that the present method is only valid when the charge carriers

are localized and the CT dynamics is a rate process. This

assumption requires a sufficiently high energy barrier between

the neighboring molecules, which could become invalid for

high-mobility semiconductors where the electronic coupling is

comparable or larger than the reorganization energy. As long

as the hopping picture holds, the FFCFs can be used in

eqn (12) to compute the CT rates and then the mobilities. It

has been noted that the energy barrier can exist when the

reorganization energy is larger than the four times the largest

electronic coupling for the self-exchange CT reactions.5,14 For

the present study, the reorganization energy of sexithiophene

is about 240 meV,8 which is much larger than four times the

largest electronic coupling in Table 1. Thus, the hopping

picture is valid, and we can safely employ the average

imaginary-time FFCFs at tst to compute the quantum CT

rates in eqn (12).

Before showing the results for CT rates from eqn (12), we

need to estimate the error introduced from the SPA. To

achieve this, we made the SPA for the CT rate formula from

the Fermi golden rule (FGR) to get an analytic CT rate

formula (FGR-SPA) in Appendix B (see the ESIw). The

comparison between FGR and FGR-SPA is shown in

Fig. 8. We can see that the FGR-SPA results are almost

parallel to the FGR results along various transport directions

in the HT phase, and the SPA introduces about 20% error in

the investigated temperature region. This is consistent with the

conclusion of Miller et al.42 that about 20% error is intro-

duced from the SPA for the thermal rate constants. The

comparison between FGR and FGR-SPA results in the LT

phase is similar to that in HT phase and is not given here. Then

the SPA approximation is likely to be applicable to study the

nonperturbative effect of strong electronic couplings, although

its accuracy may need to be further tested in future studies.

Fig. 9 compares the present results with those from the

FGR-SPA formula along the pathways of the sexithiophene

crystal structure in the HT phase. The results from the

GNTST51 are also shown. We can see clearly in Fig. 9(a) that

the present CT rates are consistent with the FGR-SPA results.

This shows that the present theoretical methodology can

recover the FGR-SPA formula under the weak electronic

coupling limit, so the first-order perturbation is applicable

along pathway 3 of the HT phase, which agrees with our

previous conclusion.26 While the GNTST results are similar to

the present results, it should be noted that the GNTST results

increase more rapidly with decreasing temperature below

300 K, and even exceed the present results. This is due to

Fig. 6 Intermolecular displacement taken from crystal packing along

the long and short molecular axes for pathway 3: (a-1) and (a-2) for

HT phase; (b-1) and (b-2) for LT phase. By symmetry, the molecular

packing along pathway 6 is the same as 3. The dashed line is intended

simply as a guide to the eye.

Fig. 7 The average imaginary-time flux–flux correlation function

along pathways 3 and 5 in the HT-phase sexithiophene crystal structure

at different temperatures: (a) for pathway 3; (b) for pathway 5.

Fig. 8 The comparison of the CT rates from eqn (B1) and (B10) in

Appendix B along the pathways 3 and 5 in the HT-phase sexithio-

phene crystal structure: the bottom pair of lines is for pathway 3, and

the top pair is for pathway 5. The solid line is the FGR results and the

dash line is the FGR-SPA results. By symmetry, pathways 1, 2 and 4

are the same as 5, and 3 is the same as 6.
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the fact that the quantum correction of partition function in

GNTST is derived semiclassically70 and is overestimated

below room temperature for sexithiophene. When the electro-

nic coupling becomes larger, this overestimation for the

quantum correction of partition function in GNTST can make

a much larger difference when comparing with the present

results, as seen in Fig. 9(b). It is clear that the GNTST results

are similar to the present results above 400 K. As the tem-

perature decreases, the GNTST results increase much more

rapidly and can no longer predict the correct CT rates for

sexithiophene below room temperature. In addition, Bader

and co-workers have also used eqn (12) to satisfactorily

investigate the role of nuclear tunneling in a CT process.36

Thus, the present method can predict the charge transport

properties in organic semiconductors more accurately over a

wider range of temperature. Comparing the present and the

FGR-SPA results, we can see in Fig. 9(b) that the former

are obviously lower than the latter, especially in the low-

temperature region. This can be attributed to the nonpertur-

bative effect of the strong electronic coupling. It is also

surprising that the present results are reduced with decreasing

the temperature – the opposite of the FGR-SPA results. Thus,

the first-order perturbation cannot predict correct charge

transport properties along this pathway. The nonperturbative

effect of the transfer integral can change the CT rates versus

temperature dramatically when the electronic coupling is large

enough. For the LT phase, we can see in Fig. 10 that the

first-order perturbation is approximately applicable along

pathways 3 and 6, but becomes less accurate along pathways

1, 2, 4 and 5, although the difference between the present

results and the FGR-SPA results is not very large. As the

transfer integrals increase, the present results gradually

become smaller than the FGR-SPA results, and the first-order

perturbation gradually becomes invalid. Comparing all of the

present and the FGR-SPA results in Fig. 9 and 10, we

conclude that the larger the electronic coupling, the more the

present CT rate decreases comparing with the results from

first-order perturbation, which is also consistent with our

previous calculation.26 Since the semiclassical Marcus equa-

tion has been widely used in organic charge transport,8,21–24

we show the corresponding results in Fig. 9 and 10 for

comparison. We can see that the results from eqn (12) and

eqn (B10) in Appendix B are much larger than those from the

Marcus equation at low temperatures in both figures, which

has been attributed to the nuclear tunneling effect.14 It should

be mentioned that Jortner et al. have proposed rate expres-

sions that can consider the quantum effect of one or two

effective high-frequency molecular modes,73,74 but our previous

work has found that the way to define one or two effective

modes is quite arbitrary for transport properties when using

the method of Jortner et al.26

The charge mobilities are shown in Fig. 11 and 12 for the

sexithiophene crystal structures in the HT and LT phases,
Fig. 9 The CT rates along pathways 3 and 5 of the HT- phase

sexithiophene crystal structure: (a) for pathway 3; (b) for pathway 5.

The solid circle represents the present results; the hollow square

represents the GNTST results; the dashed line represents FGR-SPA

results; the dotted line represents the Marcus results. By symmetry,

pathways 1, 2 and 4 are the same as 5, and 3 is the same as 6.

Fig. 10 The CT rates along the pathways 3, 4 and 5 of the

sexithiophene crystal structure in LT phase: (a) for pathway 3;

(b) for pathway 4; (c) for pathway 5. The solid circles represent the

present results; the dashed line represents the FGR-SPA results; the

dotted line represents the Marcus results. By symmetry, pathway 1 is

the same as 5, 2 is the same as 4, and 3 is the same as 6.

Pu
bl

is
he

d 
on

 1
8 

A
pr

il 
20

11
. D

ow
nl

oa
de

d 
by

 T
si

ng
hu

a 
U

ni
ve

rs
ity

 o
n 

23
/0

5/
20

18
 0

6:
08

:2
1.

 
View Article Online

http://dx.doi.org/10.1039/c1cp00001b


9744 Phys. Chem. Chem. Phys., 2011, 13, 9736–9746 This journal is c the Owner Societies 2011

respectively. Since the present CT rates are smaller than the

FGR-SPA results along all the transport directions in Fig. 9

and 10, the present mobilities are smaller than those from the

FGR-SPA. However, the mobility versus temperature is rather

different in both figures. In Fig. 11, the present mobility is

about half of the FGR-SPA result at 200 K, and becomes

about two-thirds of the latter at room temperature. When the

temperature reaches 500 K, the present mobility is still

significantly smaller than the FGR-SPA result. The above

results show that the effect of the strong electronic coupling

has to be considered in the HT-phase sexithiophene crystal

structure. In Fig. 12, however, the present mobilities are only

slightly smaller than the FGR-SPA results at low tempera-

tures, and become almost the same above 400 K. The non-

perturbative effect of strong electronic coupling is greatly

reduced when the molecular packing is changed from

Fig. 3(a) to Fig. 3(b). Therefore, the first-order perturbation

should be used with caution for investigating the charge

transport in organic semiconductor materials. When the

present mobilities are compared with those based on the

Marcus CT rates, we can see that for the sexithiophene crystal

structure in the HT phase, the former are obviously larger

than the latter below 400 K and approach the latter above

450 K, while for the LT phase, the former are always signi-

ficantly larger than the latter below 500 K. Thus, the Marcus

equation is hardly applicable for these two crystal structures in

the investigated temperature region. Moreover, we emphasize

that the present mobilities are less dependent on the tempera-

ture in Fig. 11 than in Fig. 12. This can be understood from

molecular solid-state packing. In the HT phase, the molecular

packing along pathways 1, 2, 4 and 5 leads to a bonding or

antibonding interaction between adjacent molecules and thus

larger transfer integrals. These transfer integrals in the HT

phase reduce the CT rates much more than those in the LT

phase, especially in the low-temperature region. Thus, the

CT rates become much less dependent on the temperature in

the HT phase. When the mobilities are simulated with these

CT rates along all directions, the temperature dependence of

mobilities will also be affected. This can be easily understood if

the isotropic diffusion is assumed, and then the diffusion

coefficient is approximated as D � 1
4

P
j

d2
j kjpj where dj, kj

and pj are the center-to-center hopping distance, CT rate

and hopping probability along the j-th direction,

respectively.21,75 It is obvious that the temperature dependence

of CT rates largely decides the temperature dependence of

mobilities. As the CT rates in HT phase are reduced much

more in the low-temperature region, the simulated mobilities

become less dependent on the temperature.

In fact, grains and grain boundaries are always present in

actual OTFTs. As the grain size increases, the number of grain

boundaries decreases. Previous work on sexithiophene has

shown that the temperature dependence of mobility changes

drastically from small grains, where mobility is thermally

activated, to larger grains, for which mobility becomes

practically temperature-independent,47 so we can say that

the grain boundaries could be responsible for the charge

mobility to be thermally activated. In our present model, the

grain size can be regarded as infinitely large, and so there are

no grain boundaries. If grain boundaries are present, depending

on the grain size, the present mobility could be temperature-

independent or thermally activated, especially for HT-phase

sexithiophene. With the grain boundary being considered, the

thermally activated hopping transport mechanism could also

be used to explain the temperature-independent transport in

pentacene thin-film transistors76 when the nuclear tunneling

effect and nonperturbative effect of electronic coupling are

considered at the same time. However, there are difficulties in

using the semiclassical Marcus CT formula to explain these

experimental phenomena.

V. Conclusion

To summarize, we apply a quantum CT rate theory without

weak coupling assumption to investigate the influence of the

molecular packing for charge transport properties in organic

semiconductor materials. Sexithiophene crystal structures in

the HT and LT phases are exemplified to show that the present

method is feasible and can be used to investigate the

Fig. 11 The hole mobility as a function of temperature in the HT

phase of the sexithiophene crystal structure. The solid line

(with circles) are the results from the present CT rates; the dashed

line (with upward-pointing triangles) are the results from the

FGR-SPA CT rates; the dotted line (with downward-pointing triangles)

are the results from the Marcus CT rates.

Fig. 12 The hole mobility as a function of temperature in the LT

phase of the sexithiophene crystal structure. The solid line

(with circles) are the results from the present CT rates; the dashed

line (with upward-pointing triangles) are the results from the

FGR-SPA CT rates; the dotted line (with downward-pointing triangles)

are the results from the Marcus CT rates.
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applicability of the first-order perturbation, although the

errors introduced by the SPA approximation are still difficult

to estimate. Comparing the present results with the FGR-SPA

results, we find that, in the strong electronic coupling case, the

charge mobilities can be significantly smaller than those

obtained with the first-order perturbation, especially in the

low-temperature region. As the molecular packing varies from

the LT phase to the HT phase of sexithiophene crystal

structures, the mobilities become less dependent on temperature.

We conclude that the molecular packing in HT phase leads to

the bonding or antibonding interaction along some transport

directions, which strengthens the nonperturbative effect

of the electronic coupling. When the grain boundaries are

considered, the thermally activated hopping transport mecha-

nism can be used to explain the temperature-independent

charge mobility from the present quantum CT rate theory

with the kinetic Monte-Carlo simulation of charge mobility.

Recently, the dynamic disorder in organic semiconductor

materials has received much attention,77–79 and the CT rates

based on first-order perturbation have been employed.22,60 It

has been observed that the electronic coupling can increase

significantly as a result of thermal vibrations, but the non-

perturbative effect of the electronic coupling has not been

considered in these studies. The present work indicates that the

nonperturbative effect of strong electronic coupling may

become important in cases with large intermolecular couplings.

The method presented in this paper has the merit of rapid

computation and opens up possibilities towards this goal.
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