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The diphenyldibenzofulvene (DPDBF) molecule appears in two forms: ring open and ring closed.

The former fluoresces weakly in solution, but it becomes strongly emissive in the solid phase,

exhibiting an exotic aggregation-induced emission phenomenon. The latter presents a normal

aggregation quenching phenomenon, as is expected. We implement nonadiabatic molecular

dynamics based on the combination of time-dependent Kohn–Sham (TDKS) and density

functional tight binding (DFTB) methods with Tully’s fewest switches surface hopping algorithm

to investigate the excited state nonradiative decay processes. From the analysis of the

nonadiabatic coupling vectors, it is found that the low frequency twisting motion in the ring open

DPDBF couples strongly with the electronic excitation and dissipates the energy efficiently. While

in the closed form, such motion is blocked by a chemical bond. This leads to the nonradiative

decay rate for the open form (1.4 ps) becoming much faster than the closed form (24.5 ps). It is

expected that, in the solid state, the low frequency motion of the open form will be hindered and

the energy dissipation pathway by nonradiative decay will be slowed, presenting a remarkable

aggregation enhanced emission phenomenon.

I. Introduction

The aggregation-induced emission (AIE) phenomenon1,2

presents a novel possibility to improve the performance of

organic electronic devices, such as highly efficient organic light

emitting materials,3–5 fluorescence sensors6–11 and bio-imaging

agents.12–14 Several kinds of organic molecules have been

found to exhibit AIE properties, such as siloles,15 tetraphenyl-

ethene derivatives16 and dibenzofulvene derivatives17,18 etc. In

general, molecular aggregation tends to quench luminescence

due to intermolecular charge or energy transfer or Davydov

splitting, which often stabilizes the dark component. It is

intriguing to understand, and eventually predict, such exotic

light-emitting behavior via computational chemistry.

Previously, based on the vibration correlation function

formalism coupled with first-principles calculations under

the displaced/distorted harmonic oscillator approximation,

the radiative and nonradiative decay rates for molecules with

AIE properties have been investigated. The important role of

mode mixing caused by the Duschinsky rotation in nonradia-

tive decay processes has been highlighted.19–25 The solid state

packing effects on both radiative and non-radiative decay have

been revealed by a combined quantum mechanics and classical

mechanics (QM/MM) study, where the active light-emitting

molecule was treated quantum mechanically and the

surroundings were treated via classical mechanics with the

two interacting through electrostatic potentials.26 All of these

studies pointed out the role of low frequency motion in the

nonradiative decay process, namely, that the aggregation

tends to vastly slow down the nonradiative decay process,

giving way to the less affected radiative decay process. In fact,

for low frequency vibrations, not only Duschinsky rotation

and the mode distortion effect come in to play. Anharmonicity

must also be considered. In addition, microscopic access to

understand the detailed motion of electrons and nuclei, as well

as electron–phonon interactions during the nonradiative decay

process, from a dynamical point of view is highly desired for

AIE molecules, which is beyond the reach of the conventional

rate formalism. In this work, we employ a nonadiabatic

dynamic approach to investigate the nonradiative decay

processes for AIE molecules. Recent advances in semi-classical

nonadiabatic dynamics, such as Ehrenfest and trajectory

surface hopping (TSH) dynamics27–32 have been remarkable,

which treat the fast and slow degrees of freedom by quantum

and classical mechanics, respectively, providing a computa-

tionally tractable route to investigate the AIE phenomena.

The TSH dynamics combined with on-the-fly quantum

chemistry calculations, like multi-reference methods, have been

used to study photophysical and photochemical processes with
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conical intersections.33–42 To enhance the computational effi-

ciencies, wave function-based semi-empirical multi-reference

methods, such as OM2/MRCI,43–45 as well as single reference

methods like AM1/CIS46,47 and AM1/SCF-CI48,49 have been

incorporated into TSH dynamics. The combination of TSH

with TDDFT, which performs well in some model systems,

such as protonated formaldimine,50 oxirane,51 pyrazine52 and

indole in water53 provides a very promising route in the

treatment of relatively large systems. More approximate but

computationally cost efficient methods, such as TDKS54–58

and restricted open-shell Kohn–Sham (ROKS)59–61 methods,

have been reported. In particular, many interesting systems,

like semiconductor quantum dots54 and chromophore–TiO2,
56

have been tested based on TDKS. The recent advances in

density functional with tight binding approximation (DFTB)

methods have been successful in the calculation of large

systems.62–64 It has been extended to time-dependent (TD-DFTB)

schemes65 and used to simulate a system composed of adenine

solvated by 26 water molecules in the framework of TSH.66 In

addition, DFTB-based Ehrenfest dynamics have also been

reported.67–71 The advantage of TSH lies in the satisfaction

of the detailed balance requirement,72,73 as well as the capacity

to trace the interested trajectories and recover the pure adia-

batic states.30

In this study, to further accelerate the computational speed

in relatively large molecular systems to a time scale ofB100 ps,

we incorporate TDKS and DFTB with Tully’s fewest switches

surface hopping (FSSH) algorithm74,75 in nonadiabatic

dynamics. Under this framework, we investigate the detailed

nonradiative decay processes for open- and closed-DPDBF.

From the ensembles of the trajectories in the nonadiabatic and

Born–Oppenheimer dynamics, the results, such as the evolution

of electrons and nuclei, the nonadiabatic couplings (NACs)

and the energy-gap autocorrelation functions (EG-ACFs), can

be analyzed. Two typical stages corresponding to the intra-

molecular vibrational relaxation and nonradiative transition

processes are observed. We find that the combination of high

frequency modes, like bond stretching, with low frequency

modes, like the rotation around a double bond, is a more

effective nonradiative channel in open-DPDBF than those

that just contain the major contributions from the vibration

modes with high frequencies in closed-DPDBF.

II. Theoretical methods

A. Electronic structure calculations

On-the-fly calculations of the electronic structure during the

nonadiabatic dynamics have been performed in the framework

of the DFTB method.62,63 Both the Hamiltonian and atomic

overlap matrices are parameterized as a function of the atomic

distance and atom type. For the dynamic calculation, since the

evolution of the integrals are no longer needed, the computa-

tions of the electronic structure are very efficient. It is con-

venient to transform the Hamiltonian into an orthonormal

atomic basis through the Löwdin transformation and the

Kohn–Sham (KS) equation can be simply written as,

ĤKS|cii = ei|cii (1)

where ĤKS is the KS operator, ei is the i-th KS orbital with |cii
energy. After the expansion of the KS orbital on the ortho-

normal atomic orbitals, we obtain the corresponding matrix

form HKSCi = Ciei. The total energy of ground state reads:

EGS ¼
X
i2occ

niei þUrep; ð2Þ

where ni is the occupation number of the i-th KS orbital and

Urep consists of the following contributions: exclusion of the

double counting of electron repulsion in the first term of

eqn (2), the electron exchange–correlation energy and the

nuclear repulsion energy. It is expressed as a sum over the

functions of atomic distance, is parameterized and termed as

the effective nuclear repulsion energy.

Based on the KS orbitals from the DFTB, we could con-

struct the adiabatic electronic states. In the single electron

approximation, Ĥe is defined as

Ĥe ¼
X
i

eiðCyi;aCi;a þ C
y
i;bCi;bÞ; ð3Þ

where a and b represent spin up and down, respectively, Cw
i,a

andCw
i,b are creation operators andCi,a andCi,b are annihilation

operators. The excited state is expressed as a spin-adapted

single excited Slater determinant by following Prezhdo’s method,55

jFIi � jFr
ki ¼

1ffiffiffi
2
p ðCyr;aCk;a þ C

y
r;bCk;bÞjF0i; ð4Þ

where |FIi is the I-th adiabatic electronic state, r and k

represent the virtual and occupied KS orbitals, respectively,

|F0i is the ground electronic state |c1
�c1� � �ck

�ck� � �cn
�cn|, so the

corresponding adiabatic energies for |F0i and |FIi are
P
i2occ

2ei
and

P
i2occ

2ei � ek þ er, respectively.

B. Nonadiabatic dynamics

In TSH, the trajectory of the nucleus follows the classical

Newton equation of motion and the force at each time is given

by one adiabatic state and the effective nuclear repulsion

energy, Urep. The force applied by the adiabatic state could

be further calculated from the occupied KS orbitals in the

following way:

Ml
€Rl ¼ �rRl

hFIjĤejFIi � rRl
Urep

¼ �
X
i

nirRl
ðCyi HKSCiÞ � rRl

Urep;

¼ �
X
i

niC
y
irRl

HKSCi �rRl
Urep;

ð5Þ

where Ml and Rl represent the mass and position for nucleus l,

respectively. The repulsion term, which contains the double

counting contributions from the electrons, could be obtained

from the geometric structure. The rRlHKS and rRlUrep

are evaluated by finite differentiation through displacing the

nuclear position by 5.0 � 10�3 a.u. Under the framework of

Tully’s FSSH algorithm, during the integration of eqn (5), the

quantum transitions among the adiabatic states are deter-

mined by the strength of the nonadiabatic couplings (NACs).
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At time t, the time-evolving electronic state |F(t)i is defined
as the superposition of the adiabatic electronic states

jFðtÞi ¼
X
I

CIðtÞjFIi; ð6Þ

The temporal evolution, |F(t)i, follows the time-dependent

Schrödinger equation,

i�h
@jFðtÞi
@t

¼ ĤejFðtÞi; ð7Þ

Then, the equation of motion for the electrons becomes:

@CIðtÞ
@t

¼ ði�hÞ�1CIðtÞEI �
X
J

CJðtÞhFIj
@

@t
jFJi

¼ ði�hÞ�1CIðtÞEI �
X
J

CJðtÞDIJ � _R;

ð8Þ

where DIJ is the nonadiabatic coupling vectors (NACVs)

between I and J. The NAC between the I and J states can be

calculated numerically through

FI tþ Dt
2

� ��
@

@t

����
����FJ tþ Dt

2

� ��
� 1

2Dt
ðhFIðtÞjFJðtþ DtÞi

� hFIðtþ DtÞjFJðtÞiÞ;
ð9Þ

where Dt is the time step for the nuclear motion. Generally,

when solving eqn (8), the integration time step (dt) for the

electron is smaller than Dt, thus, we use the values for the

NACs calculated from eqn (9) at time t � Dt/2 and t + Dt/2
and then apply a linear interpolation and extrapolation

method to obtain the values at the interval tBt + Dt.
According to Tully’s FSSH algorithm,74 during the integra-

tion of eqn (8), the coefficients and NACs could be used to

calculate the transition probability from I to J (PIJ) during the

time step, Dt. The transition probability from I to other states

at time t is

dPI ¼
daII
aII
¼

P
JðaIÞ

bJI

aII
dt �

X
JðaIÞ

dPIJ ð10Þ

where aII ¼ CIC
�
I and bJI ¼ �2ReðCJC

�
IDIJ � _RÞ:dPIJ is a tran-

sition probability from I to J at time t as defined in eqn (10).

During t to t + Dt, the transition probability from I to J is

integrated and further approximated as a summation shown as

follows:

PIJðt;DtÞ ¼
Z tþDt

t

dt
bJIðtÞ
aIIðtÞ

�

PN
i¼1

bJIðiÞdt

aIIðtÞ
ð11Þ

Here,
P

JðaIÞ
bJI denotes the flux of the occupation number (

:
aII)

from state, N = Dt/dt. The transition probability is set to zero

if it is negative. The hop from I to J could happen if

XJ�1
K¼1

PIKðt;DtÞoeo
XJ
K¼1

PIKðt;DtÞ ð12Þ

where e(0 r e r 1) is a uniform random number. After the

hop, further velocity adjustment is needed.

_R
J

l ¼ _R
I

l � gscale
Dl

IJ

Ml
; ð13Þ

where
:
RI
l and

:
RJ
l represent the nuclear (l) velocities before and

after the transition, respectively. The gscale is obtained according

to the total energy conservation:

g2scalemIJ � gscalenIJ � (EI � EJ) = 0, (14)

where

mIJ ¼
1

2

X
l

ðDl
IJÞ

2

Ml
; ð15Þ

nIJ ¼
X
l

Dl
IJ � _Rl: ð16Þ

If the kinetic energy available for the nuclei along the direc-

tions of the NACVs is not enough to jump over the electronic

energy gap, that is, there does not exist a real solution for gscale
in eqn (14), then the hop is rejected. Otherwise, a successful

hop happens and then the nuclear velocities are adjusted along

the NACV as shown in eqn (13). The NACV is calculated as

follows:

D
l
IJ � hFI|P̂|FJi � hFs

l |P̂|F
r
ki

= �drshck|rRl
|cli + dlkhcs|rRl

|cri, (17)

The KS orbital is expressed by the orthonormal atomic orbitals,

hcjjrRl
jcii ¼

X
mn

c�njrRl
cmihfn jfmi þ

X
mn

c�njcmihfn jrRl
jfmi

¼ CyjrRl
Ci þ

X
mn

c
y
jncmihfn jrRl

jfmi:
ð18Þ

Using the orthonormality of the eigenvector of the KS

Hamiltonian, we get

(rRl
Cw
j )Ci = �Cw

jrRl
Ci. (19)

For the off-diagonal term,

rRl
(Cw

j HKSCi) = rRl
dij = 0, (20)

rRl
(Cw

j HKSCi) = (rRl
Cw
j )HKSCi + Cw

jrRl
HKSCi

+ Cw
j HKSrRl

Ci

= (ej � ei)C
w
jrRl

Ci + Cw
jrRl

HKSCi, (21)

we obtain

CyjrRl
Ci ¼

CyjrRl
HKSCi

ei � ej
ð22Þ

For the second term,
P
mn

cyjncmihfn jrRl
jfmi in eqn (18), when

m = n, as

rRl
hfm|fmi = 0

= hrRl
fm|fmi + hfm|rRl

fmi = 2hfm|rRl
fmi,
(23)

so

hfm|rRl
fmi = 0. (24)
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When m a n, hfn|rRl
fai is approximated to be zero, like the

zero differential overlap approximation. Then, the second

term is approximated to be zero.

Finally,

hcjjrRl
jcii �

CyjrRl
HKSCi

ei � ej
: ð25Þ

The calculation of eqn (25) is similar to the nuclear force

calculation in eqn (5).

The calculation of DFTB and the nuclear dynamics are

performed using the semiclassical electron-radiation-ion

dynamics (SERID)67,68 program. We combined these with

the electron dynamics as well as the FSSH algorithm by our

own implementation.

III. Results and discussion

A. Geometry optimization

Fig. 1 shows the geometries of open- and closed-DPDBF. The

open-DPDBF is composed of one dibenzofulvene (DBF) and

two benzene rings. The difference between the two molecules

is that, in the open-DPDBF, the benzene ring can flexibly

rotate around C33–C34, however, in the closed form, this

position is locked by the bond between C12–C34. The optimi-

zations for the ground state (S0) and the first excited state (S1)

geometries of the two molecules are performed using DFT76

and TDDFT77 with the B3LYP functional and Gaussian basis

set SV(P) (roughly 6-31G*) in Turbomole.78,79 The results

are listed in Table 1. In both molecules, the major changes

in the bond lengths from the S0 to S1 state are centered on

the DBF rings. But the two twisting angles in open-DPDBF

show about a 201 difference between the S0 and S1 states;

however, there are no significant changes in the dihedral

angles, such as those in C23QC21—C32QC20 in closed-

DPDBF. These results are consistent with the electronic

density redistribution from the highest occupied molecular

orbital (HOMO) to the lowest unoccupied molecular orbital

(LUMO) as reported in Fig. 2, which are calculated using the

Gaussian 09 package with a B3LYP functional and 6-31G*

basis sets.80

B. Nonadiabatic dynamics for the electrons and nuclei

We start the nonadiabatic dynamics from the optimized

ground state structures of the two molecules, which are

vertically excited from the HOMO to the LUMO. There are

two electronic states, S0 and S1, included in the dynamics.

The initial velocities are sampled randomly according to the

Boltzmann distribution with a temperature of 300 K. The

electron equations of motion are solved by the fourth order

Runge–Kutta method with a time step of 10�3 fs, while the

equations of motion for the nuclei are solved using the velocity

Verlet algorithm with a time step of 1 fs. The total time scales

for the simulations were 20 ps for open-DPDBF and 40 ps for

closed-DPDBF. The evolution of the occupations averaged

over the ensembles of 160 trajectories for the two molecules

are shown in Fig. 3. The open-DPDBF is completely depopu-

lated within 8 ps. The decay curve can be well described by a

mono-exponential decay function and the fitted nonradiative

lifetime is 1.4 ps. For closed-DPDBF, the simulation ends up

at an S1 population of about 3%. The lifetime is fitted to be

24.5 ps, which is much slower than that of open-DPDBF.

According to the experimental results,18 the fluorescence

quantum yields for open- and closed-DPDBF in acetonitrile are

Fig. 1 The chemical structures for (a) open- and (b) closed-DPDBF.

Table 1 Selected bond lengths (Å) and dihedral angles (degree) for
open- and closed-DPDBF in S0 and S1

open-DPDBF S0 S1

L(C33–C21) 1.37 1.44
L(C21–C11) 1.49 1.44
L(C21–C4) 1.49 1.44
L(C11–C16) 1.42 1.47
L(C4–C5) 1.42 1.47
L(C16–C5) 1.47 1.40
D(C22–C33QC21–C4) 19.7 40.5
D(C24QC22–C33QC21) 53.8 31.7

closed-DPDBF S0 S1

L(C20–C32) 1.38 1.42
L(C32–C33) 1.46 1.43
L(C20–C4) 1.48 1.43
L(C11–C16) 1.42 1.46
L(C16–C5) 1.48 1.41
L(C4–C5) 1.43 1.48
D(C23QC21–C32QC20) 89.8 89.3
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0.16% and 38%, respectively. It is expected that the nonradiative

decay in the open form could be more than 200 times faster than

in the closed form. Our results from the nonadiabatic dynamics

are qualitatively in agreement with the experimental results;

however, quantitatively, there is a discrepancy of about one

order of magnitude with regards to the rate. A number of

approximations, as follows, have been made in order to

achieve a fast simulation on the 100 ps scale and this may

cause such a discrepancy: (i) the solvent effect is neglected;

(ii) the excited state is taken as the HOMO–LUMO orbital

promotion; (iii) and the DFTB parameterization is adopted.

Nevertheless, such a description still gives a reasonable account

of the difference in the nonradiative decay in DPDBF.

Fig. 4 and 5 show the evolution of the energy gap between

S1 and S0 averaged over 160 trajectories for open- and closed-

DPDBF, respectively. As shown in Fig. 4, the energy gap with

an initial value of 2.59 eV decays rapidly in the first 0.6 ps and,

after some fluctuations, atB1.1 ps the gap goes back to about

2.5 eV. While for closed-DPDBF, as plotted in Fig. 5, a fast

oscillation can be seen in the initial stage. The largest amplitude,

which corresponds to an oscillation from 2.8 eV to 1.88 eV

in the first several tens of femtoseconds and then again after

B2 ps, decreases fast. After several tens of picoseconds, the

energy gap increases slowly back to around 2.5 eV. In general,

a low energy gap manifests a large nonadiabatic coupling

between the two electronic states. Thus, the evolution of the

energy gaps for the two compounds are consistent with the

decay rates shown in Fig. 3. Some slow and fast oscillations in

the energy gap evolution curve also indicate the specific nuclear

motions coupled to the electronic evolution processes. In

particular, the low frequency oscillation in open-DPDBF could

not be found in closed-DPDBF, suggesting the importance of

the twisting of the bonds in the decay process of open-DPDBF.

Since there are too many degrees of freedom in the poly-

atomic molecules, it is difficult to trace the dynamics for all of

them. According to the geometric changes between the opti-

mized S0 and S1 states listed in Table 1, we can select a few

typical bonds and dihedral angles, which change most notably

from the excited state to the ground state for the two mole-

cules. We plot the average values of these internal coordinates

from the ensembles of the trajectories versus time in compar-

ison with the energy gap evolution curve. The total average

number of trajectories is 160. Fig. 4a shows the correlation

between the double bond, C21QC33 (o-R1), and the energy

gap. After the initial excitation, the double bond length

increases quickly from its initial value of 1.37 Å to 1.55 Å

after 10 fs, then, before a time of B1.1 ps, it oscillates around

1.47 Å with a decreasing amplitude, which can be attributed to

the intramolecular vibrational energy redistribution. This first

stage coincides with a decrease in the energy gap. In the next

few picoseconds, which corresponds to the nonradiative

transition stage, the bond lenght vibrates back to B1.38 Å

and the energy gap recovers back to B2.5 eV. To clearly see

the changes in these two stages, the bond lengths were sampled

as demonstrated in the inset of Fig. 4a. At about 1.05 ps and

10.37 ps, the stretching frequencies for the bond are calculated

to be 1429 cm�1 (23.3 fs) and 1814 cm�1 (18.3 fs), respectively.

The changes in the bond lengths and frequencies are in

agreement with the restoration of a single bond to double

bond. Fig. 4b illustrates the comparison of the temporal

evolution of single bond C4–C21 (o-R2) with the energy gap.

For the whole period, the two curves possess very similar

profiles. The inset in Fig. 4b shows that o-R2 oscillates around

1.45 Å with a frequency of 1668 cm�1 (20 fs) at B0.93 ps and

1.48 Å with a frequency of 1369 cm�1 (24.4 fs) at B7.42 ps.

The single bond length first decreases and then increases,

which is opposite to the stretching motion of the double bond,

o-R1, as seen in Fig. 4a. These dynamic changes in the bond

length, which is concomitant with the electronic density

redistribution, are consistent with the geometric differences

between the S0 and S1 states obtained from the quantum

chemistry optimization as listed in Table 1. The dihedral angle

in C22–C33QC21–C4 (o-f1) along with the energy gap evolu-

tion are plotted in Fig. 4c. The curve for o-f1 is obtained from

an average over the 121 trajectories, which covers the whole

Fig. 2 Frontier orbitals in the equilibrium geometries of the ground state: (a) HOMO (open-DPDBF), (b) LUMO (open-DPDBF), (c) HOMO

(closed-DPDBF), (d) LUMO (closed-DPDBF).

Fig. 3 Average occupations from the ensembles of 160 trajectories of

the nonadiabatic dynamics for open-DPDBF in S0 (blue) and S1
(green), closed-DPDBF in S0 (red) and S1 (purple). The mono-

exponentially fitted decay lifetimes are 1.4 ps and 24.5 ps for open-

and closed-DPDBF, respectively.
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range of angle dynamics going back to the initial value. The

data for the other angles with differences between their initial

and final values greater than 901 are not shown. After the

initial excitation, o-R1 becomes a single bond and, thus, o-f1

can rotate around o-R1 easily. When the energy gap peaks at

B0.6 eV, o-f1 rotates to its first maximum amplitude at

B1101, which deviates about 901 from its initial value of

19.71. While the energy gap recovers gradually in the second

stage, o-f1 rotates B51 with a decreasing amplitude, indi-

cating the increasing planarity of the molecule after the

vibrational relaxation process. The rotation frequency for

o-f1, as shown in the inset of Fig. 4c, is estimated to be

B18 cm�1 (1817 fs). The single bond rotation for the dihedral

Fig. 4 The temporal evolution of the energy gap (S1–S0) (red) and the

average values of the typical internal coordinates (a) C21QC33

(green), (b) C4–C21 (green), (c) C22–C33QC21–C4 (green), (d)

C24QC22–C33QC21 (green) in open-DPDBF.

Fig. 5 The temporal evolution of the energy gap (S1–S0) (red) and the

average values of the typical internal coordinates (a) C20QC32

(green), (b) C5–C16 (green), (c) C23QC21–C32QC20 (green),

C21–C32QC20–C4 (purple) in closed-DPDBF.
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angle in C24QC22–C33QC21 (o-f2) and the energy gap are

reported in Fig. 4d. The evolution profile for o-f2 is very

similar to that of the energy gap; e.g. the position for the two

minimum points appears at about 0.6 ps and the two stages

correspond to decreasing and increasing processes. The inset

in Fig. 4d gives an approximate twisting frequency of 24 cm�1

(1407.5 fs) for o-f2. The evolution reported here for the two

bonds and dihedrals angles for the open form demonstrate the

effective coupling of the typical high frequency stretching and

the low frequency twisting motions with the electronic state

evolution.

Now we discuss the evolution of the double bond,

C20QC32 (c-R1), and single bond C5–C16 (c-R2) lengths in

closed-DPDBF, as shown in Fig. 5a and b, respectively.

Similar to open-DPDBF, closed-DPDBF also has two stages

during the excited state decay process. First, immediately after

the initial excitation, the bond lengths change in less than 10 fs

and then stretch around the new equilibrium lengths in the

following 2.5 ps, with decreasing amplitudes. This stage is

consistent with the fast decreasing energy gap and the follow-

ing oscillation around 2.1 eV. During this stage, c-R1 increases

to about 1.46 Å from 1.38 Å, while c-R2 decreases to about

1.46 Å from 1.48 Å. In the second stage, which corresponds to

the nonadiabatic transition process, the bonds relax to their

ground state geometries gradually. The slowly increasing

energy gap corresponds to this stage. Typical frequencies for

c-R1 in the two stages, as shown in the inset of Fig. 5a, are

1395 cm�1 (23.9 fs) and 1674 cm�1 (19.9 fs), respectively. And

for c-R2 the first stage has a frequency of 1558 cm�1 (21.4 fs)

and the second stage has a frequency of 1449 cm�1 (23.0 fs).

Both changes in the frequencies are consistent with the bond

length evolution. The time evolution curves for the dihedral

angle in C23QC21–C32QC20 (c-f1) and C21–C32QC20–C4

(c-f2) are plotted in Fig. 5c. The curve for c-f1 is obtained

from an average over 86 trajectories, which corresponds to

54% of the total 160 trajectories, since either clockwise or

anticlockwise rotations around the single C21–C32 bond may

be possible. For c-f1, the initial increase of the angle from

89.81 to about 1371 coincides with a decreasing energy gap;

however, in the following nonadiabatic decay process, the

angle decreases faster than the recovery speed of the energy

gap. The frequency for the rotation is estimated to be 62 cm�1

(538.6 fs) as shown in the inset of Fig. 5c. The lack of

concomitant correspondence with the energy gap evolution

indicates that the contribution of c-f1 to the gap is minor

compared to the high frequency modes. For c-f2 twisting

around c-R1, due to the locking of the benzene ring by the

C34–C12 bond, the amplitude for the oscillation is about 51,

which is significantly smaller than that of o-f1 in Fig. 4c. The

evolution for the typical internal coordinates shown here

indicate that, in closed-DPDBF, the stretching vibrations are

more important than the low frequency twisting rotations in

the sense of coupling with electronic motions.

C. Born–Oppenheimer dynamics

To further illustrate the relative contributions of the vibrational

modes in accepting the excess energy during the nonradiative

decay process, we start with Born–Oppenheimer dynamics on

the S0 and S1 state potential energy surfaces (PES). The results

are obtained from 80 trajectories with nuclear time steps of

0.25 fs. The energy gap autocorrelation function (EG_ACF) is

calculated as:

EG ACF ¼ hCEEðnDtÞi
hCEEð0Þi

; ð26Þ

where

CEEðnDtÞ ¼
1

M� n

XM�n
m¼1

EgapðmDtÞEgapððmþ nÞDtÞ; ð27Þ

Egap is the energy gap between S1 and S0, Dt is the nuclear time

step andM is the total sampling point. The initial sampling for

the geometries and velocities was the same as the nonadiabatic

dynamics. Fig. 6a and b show the EG-ACFs and the Fourier

transform (FT) results for open- and closed-DPDBF, respec-

tively. The EG-ACFs reflect the typical modes coupling to the

energy gap and their FT results have can be directly related to

the reorganization energy. The results for the S0 state reported

in the top panel of Fig. 6a indicate that the major contribution

comes from the low frequency region (B30 cm�1), which is

consistent with a low frequency rotation, as shown in Fig. 4c.

A minor contribution from a mode at B1770 cm�1 can be

attributed to the CQC stretching vibration (vCQC). For the S1
state shown in the lower panel of Fig. 6a, nearly all the peaks

are located in the low frequency region. The disappearance of

the peak at vCQC may be caused by the transition of the double

Fig. 6 The Fourier transform of the energy gap (S1–S0) autocorrela-

tion functions (ACFs) from Born–Oppenheimer dynamics (a) open-

DPDBF in S0 (upper panel, blue) and S1 (bottom panel, green), (b)

closed-DPDBF in S0 (upper panel, blue) and S1 (bottom panel, green).

The corresponding ACFs are shown in the insets.
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bond to a single bond in the S1 state, which is overwhelmed by

the contributions from the modes with low frequencies. Com-

paring the EG-ACFs, as illustrated in the inset of each panel in

Fig. 6a, we found that both curves show an initial decay within

about 0.4 ps, suggesting memory loss of the initial energy gap,

which is possibly caused by the thermal fluctuation. The

following slow periodic oscillations in both cases indicate the

energy gaps are modulated by low frequency modes. However,

in the case of the S0 state, the high frequency modes also

contribute to the oscillation, which is consistent with the FT

results. For closed-DPDBF, shown in Fig. 6b, the high

frequency modes with peak positions ranging from 1550 to

1800 cm�1 give major contributions in both S0 and S1. The

small peaks with locations at about 50 cm�1 come from the

single bond (c-f1) rotation according to results shown in

Fig. 5c. The insets in the upper and lower panels of Fig. 6b

show the evolution for the EG-ACFs. It is observed that the

high frequency modes play a more important role in the

modulation of the energy gap. The small oscillations with

low frequencies can be found in the S1 state but are not

significant in S0, so the low frequency modes give relatively

high fractions in the FT results compared to those in S0.

D. Typical trajectory analysis

We report the evolution of the PES, NACs and NACVs from

a typical single trajectory for open-DPDBF in Fig. 7. As

shown in the upper panel of Fig. 7a, close to the transition

point at 1206 fs, the energy for the S0 and S1 states approach

each other with a gap of less than 0.5 eV and, after hopping,

the energy gap becomes gradually larger. The absolute values

for the NACs between S0 and S1 are plotted in the bottom

panel. The intensity is relatively large when the gap becomes

small suggesting a strong nonadiabatic coupling between the

two states. The geometry and NACVs that promote the

transition at 1206 fs are shown in Fig. 7b. It should be noticed

that the lengths of the NACVs are proportional to their actual

magnitudes. At the transition point, the two benzene rings are

nearly coplanar and the DBF ring is approximately perpendi-

cular to the two rings. The NACVs, with a major part centering

on the DBF ring, typically give in-plane vibrations, as can be

seen on the left in Fig. 7b. In particular, as shown on the right in

Fig. 7b, if a side view of the molecule is taken, the vectors on the

four atoms C4, C11, C22 and C34 twist around the bond, o-R1,

which is in agreement with the results in Fig. 4c.

In the case of closed-DPDBF, the evolution of the PES,

NACs and NACVs from a typical single trajectory are

reported in Fig. 8. In contrast to open-DPDBF, the energy

gap is relatively large at B2 eV, even close to the transition

point (4333 fs), as can be seen in the upper panel of Fig. 8a. So,

as shown in the bottom panel, it is reasonable that the NACs

are relatively small in comparison with those of open-DPDBF

before the transition. In Fig. 8b, the geometric structure with

Fig. 7 Analysis of a typical single trajectory analysis with a transition

at 1206 fs for open-DPDBF (a) electronic state energy (upper panel)

for S0 (blue), S1 (green) and the dynamics (denoted as dynamics_active,

red) versus time and the absolute values of the nonadiabatic couplings

(NACs) (bottom panel, purple) versus time. (b) The nonadiabatic

coupling vectors (NACVs) and the geometric structure at 1206 fs,

the left hand side gives an overall view while the right hand side shows

the side view to highlight the NACVs on the atoms C4, C11, C22, C34

with rotation around the double bond (C21QC33).

Fig. 8 Analysis of a typical single trajectory with a transition at

4333 fs for closed-DPDBF (a) electronic state energy (top panel) for

S0 (blue), S1 (green) and the dynamics (denoted as dynamics_active, red)

versus time and the nonadiabatic couplings (NACs) (bottom panel,

purple) versus time. (b) The nonadiabatic coupling vectors (NACVs)

and the geometric structure at 4333 fs.
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the NACVs at the transition point is shown. It is easy to note

that the major contribution is from the in-plane vibration of

the DBF ring and the stretching motion of c-R1. This result

indicates the importance of the high frequency modes in

promoting a transition in closed-DPDBF. Similar to open-

DPDBF, the absolute lengths for the NACVs are also propor-

tional to the actual magnitudes.

IV. Conclusions

We have carried out a nonadiabatic dynamics simulation for

the excited state nonradiative decay processes in open- and

closed-DPDBF and we have shown that the former exhibits an

exotic aggregation induced emission property in sharp con-

trast to the normal aggregation quenching of the latter. From

the geometry optimizations in the S0 and S1 states, we found

that, in both molecules, the major bond lengths modifications

appear in the DBF ring. The typical dihedral angle changes,

such as o-f1 and o-f2 in open-DPDBF, are about 201. In

closed-DPDBF, the dihedral angles do not show any signifi-

cant modification. In open-DPDBF, both the bond stretching

in the DBF ring and the ring rotation around the double bond

play essential roles in the electronic nonadiabatic transition. In

closed-DPDBF, the major contributions come from the bond

stretching in the DBF ring and this relates to both accepting

energy and in the promotion of the NACs. In both molecules,

the single bond twist is effective in accepting energy but not in

promoting the NACs. The EG-ACFs from Born–Oppenheimer

dynamics illustrate the relative contributions to the reorgani-

zation energy from the vibrational mode relaxations. In

open-DPDBF, the major contributions come from the low

frequency twisting modes, while the high frequency stretching

modes are more important in closed-DPDBF. In general, the

larger the reorganization energy, the more important the mode

is in accepting energy in the nonradiative decay process. So,

during the nonradiative decay process, open-DPDBF mani-

fests larger changes in the energy gap and faster decay rates

than those in closed-DPDBF, which is qualitatively consistent

with experimental results.

Though our investigation is, so far, confined to the single

molecule nonradiative decay process, the theoretical findings

do rationalize the AIE effect of open-DPDBF in the solid

phase. This is because open-DPDBF shows no significant

change in the profile and position of the absorption spectrum

during the aggregation process.18 Thus, the formation of

J-aggregates or excitonics could be a minor occurrence. When

the molecules go from a dilute solution to an aggregate, the

low frequency rotation modes are easily restricted and the

nonradiative channel is blocked. The incorporation of environ-

mental effects, such as the surrounding molecules, through the

QM/MM method with nonadiabatic dynamics is being actively

pursued.
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