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ABSTRACT
Tree tensor network states (TTNS) decompose the system wavefunction to the product of low-rank tensors based on the tree topology, serv-
ing as the foundation of the multi-layer multi-configuration time-dependent Hartree method. In this work, we present an algorithm that
automatically constructs the optimal and exact tree tensor network operators (TTNO) for any sum-of-product symbolic quantum operator.
The construction is based on the minimum vertex cover of a bipartite graph. With the optimal TTNO, we simulate open quantum systems,
such as spin relaxation dynamics in the spin-boson model and charge transport in molecular junctions. In these simulations, the environ-
ment is treated as discrete modes and its wavefunction is evolved on equal footing with the system. We employ the Cole–Davidson spectral
density to model the glassy phonon environment and incorporate temperature effects via thermo-field dynamics. Our results show that the
computational cost scales linearly with the number of discretized modes, demonstrating the efficiency of our approach.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0218773

I. INTRODUCTION

Tensor network algorithms have emerged as a highly effec-
tive numerical approach for studying open quantum systems. These
algorithms decompose the combined system and bath wavefunc-
tion into a product of low-rank tensors, providing both efficiency
and flexibility. The multilayer multiconfiguration time-dependent
Hartree method1–3 (ML-MCTDH), which utilizes tree tensor net-
work states (TTNS) ansatz,4–6 has been successfully employed to
investigate a wide range of problems. These include non-adiabatic
chemical reactions in the condensed phase,7–9 charge and heat
transfer through molecular junctions,10–12 relaxation dynamics of
a spin coupled to various types of baths,13,14 and energy trans-
fer in biological molecules.15 TTNS has also found applications

in ab initio quantum chemistry,5,16,17 computation of vibrational
eigenstates,18 and solving hierarchical equations of motion,19,20

among others.21,22 Another branch of tensor network algorithms
is time-dependent density matrix renormalization group (TD-
DMRG), which is based on matrix product states (MPS).23,24 MPS
is a specific form of tensor networks where the low-rank tensors
are arranged in a one-dimensional chain. Originally designed to
address problems related to the ground state or low-lying excited
states,25–27 DMRG has recently been extended to the time-dependent
domain.24,28 This extension has enabled the simulation of ultra-
fast exciton dynamics in organic materials,29–31 spectra of molecular
aggregates,32–34 transport properties of organic semiconductors and
thermoelectric materials,35,36 and the simulation of open quantum
systems.37–40
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Matrix product operators (MPOs) have significantly con-
tributed to the success of MPS.23,41 Similar to MPS, MPO is a
low-rank decomposition of quantum operators. When the input
operators are in a sum-of-product (SOP) form, the analytical form
of the MPO can be obtained without any approximation. The form
of MPO for a given operator is not unique, and it is desirable to
construct the most compact MPO to minimize the subsequent com-
putational cost in DMRG algorithms. In the following, we refer
to the most compact MPO as the “optimal” MPO. Typically, the
construction of the MPO for the Hamiltonian is required for the
ground state search or time evolution. The MPO of interested
physical observables are also frequently constructed for efficient
evaluation of the expectation values. One of the earliest and most
straightforward methods for constructing MPOs is through manual
design. This approach is commonly used in practical MPS algo-
rithms, particularly for constructing MPOs for ab initio electronic
structure Hamiltonians.41,42 However, this method is labor-intensive
and prone to errors if the MPOs of many different types of opera-
tors are required. To alleviate the need for manual MPO design for
different operators, various methods for automated MPO construc-
tion based on the input operator have been proposed. A popular
approach involves naively constructing an MPO that is far from
optimal initially, and then, compressing it through singular value
decomposition (SVD).43,44 Recently, we proposed another method
based on bipartite graph theory.45 The method translates from the
symbolic operator strings to the optimal MPO without any numer-
ical error and has become the cornerstone of a series of recent
TD-DMRG applications.34–36,46

The concept of MPS/MPO can be generalized to
TTNS/TTNO.47 The manual construction of TTNO is more
complex than MPO due to greater flexibility of the TTN structure.20

Developing a general algorithm for automatic TTNO construction
also presents a significant challenge. Analog to the construction
of MPO, numerical SVD compression can be used for TTNO
construction.48,49 However, this numerical SVD compression
is typically expensive. Recently, an algorithm for the symbolic
construction of TTNO based on state diagrams is proposed,50

yet the resulting TTNO is not optimal. Due to these challenges,
several TTNS studies have opted to use a direct sum-of-product
Hamiltonian instead of TTNO,18,19,51,52 which results in a higher
computational scaling than using optimal TTNO.24

In this work, we extend our former bipartite graph theory
approach for MPO construction to TTNO construction. Our algo-
rithm efficiently constructs the optimal TTNO for any operator in
the sum-of-product form. For the spin-boson model,53 our algo-
rithm generates a TTNO whose MO is constant, meaning it is
independent of the number of modes in the model. Combined with
the projector splitting method for time evolution, we show that
the computational cost for the simulation scales linearly with the
number of modes. We also analyze the computational scaling with
respect to the dimension of node indices in TTNS for different TTN
topologies, ranging from MPS to binary and ternary trees. We show-
case the capabilities of our algorithm by studying the spin relaxation
dynamics of the spin-boson model and charge transport in a molec-
ular junction. We also consider the finite temperature effect through
thermo-field dynamics. Thanks to the automatic TTNO construc-
tion, the programming cost for the inclusion of the temperature
effect is negligible.

II. ALGORITHM IMPLEMENTATION
In this section, we will first recap the concepts of TTNS and

TTNO in Sec. II A and then describe the time evolution algorithm
based on the projector splitting integrator and TTNO in Sec. II B.
Finally, we will describe our algorithm for automatic TTNO con-
struction based on bipartite graph theory in Sec. II C. All the
algorithms discussed in this section have been implemented in the
latest version of the open-source package RENORMALIZER. The
core advantage of our implementation, compared to other TTNS
packages, such as the Heidelberg MCTDH package54 and QuTree,55

is its use of TTNO and its Python-based nature. Python is a high-
level scripting language known for its readability and ease of use.
This combination of Python’s accessibility and TTNO’s efficiency
makes our implementation a powerful platform for TTNS-based
simulations.

A. TTNS and TTNO
Suppose a quantum system has N degrees of freedom, and for

each degree of freedom, the corresponding primitive basis is ∣σi⟩, the
TTNS ansatz represents the wavefunction of this many-body system
as the result of contracting low-rank tensors. The TTNS ansatz can
be expressed as

∣Ψ⟩ = ∑
{a},{σ}

A[1]σ1
Λ1 ,a1

A[2]σ2
Λ2 ,a2
⋅ ⋅ ⋅A[N]σN

ΛN ,aN
∣σ1σ2 ⋅ ⋅ ⋅ σN⟩. (1)

Here, A[i] represents the low-rank tensors, with indices σi, ai,
and Λi. σi is called the physical index since it is associated with a
physical degree of freedom, whereas ai and Λi are virtual indices.
The contraction between A[i] is performed according to a tree
topology. The index Λi is a collective index that determines the
connection topology of the TTNS structure. Λi connects to child
nodes, and ai connects to the parent node. For instance, Λi = {ai−1}

means an MPS. For a perfect binary tree with 2M
− 1 tree nodes, Λi

= {a2i−1, a2i} for i ≤ 2M−1 and Λi = ø otherwise. A schematic diagram
for TTNS is shown in Fig. 1(a). In this paper, we denote the dimen-
sion of ai in a TTNS as MS and the dimension of σi as d. MS and
d are called virtual and physical bond dimensions in the MPS lan-
guage, respectively, and MS represents the number of single-particle
functions in the MCTDH language. Larsson recently provided a
thorough description for the two sets of languages.6 In principle,
the dimension of ai and σi can be different for different nodes in
the tree. For simplicity, we assume the indices for different nodes
share the same dimension unless otherwise specified. Thus, the size
of A[i] is Mk

Sd, where k is the number of nodes connected to the
ith node.

In Eq. (1), we have assumed that each node in the tree is asso-
ciated with a physical degree of freedom. However, TTNS can also
include entirely “virtual” nodes, as seen in ML-MCTDH or three-
legged tree tensor network states,16 which is not associated with any
physical degree of freedom. For these virtual nodes, we can assign
an auxiliary physical degree of freedom. This auxiliary degree of
freedom has a Hilbert space of dimension 1, and the only permis-
sible operator is the identity operator. By adopting this approach,
the need for special treatment of these nodes is eliminated, and both
the notation and the implementation are simplified.
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FIG. 1. Schematic diagram of TTNS and TTNO using a perfect binary tree as an example. Panels (a) and (b) show the schematic diagram for TTNS and TTNO, respectively.
Each ball represents a node in TTNS, and each box represents a node in TTNO. The vertical cylinders represent physical indices. (c) The tensor network contraction diagram
for applying a quantum operator represented by TTNO to a quantum state represented by TTNS. The tensors represented by the gray cylinders are contracted together to
form a new TTNS. (d) The tensor network contraction diagram when calculating ⟨Ψ∣Ô∣Ψ⟩, the expectation value of a physical observable.

Just as TTNS, a quantum operator Ô can be expressed as a
TTNO,

Ô = ∑

{a},{σ},{σ′}
W[1]σ

′

1 ,σ1
Λ1 ,a1
⋅ ⋅ ⋅W[N]σ

′

N ,σN
ΛN ,aN
∣σ′1 ⋅ ⋅ ⋅ σ

′

N⟩⟨σ1 ⋅ ⋅ ⋅ σN ∣. (2)

Each tensor W[i] in Eq. (2) is a numeric tensor, expanded in the
basis of ∣σi⟩. The dimension of ai in a TTNO is denoted as MO, and
the size of W[i] is Mk

Od2. TTNO can also be expressed in a symbolic
form

Ô =∑
{a}

Ŵ[1]Λ1 ,a1 ⋅ ⋅ ⋅ Ŵ[N]ΛN ,aN , (3)

where Ŵ[i] is a tensor whose elements are symbolic operators. The
size of Ŵ[i] is Mk

O. A schematic diagram for TTNO is shown in
Fig. 1(b). For later convenience, we define Ŵ[∼ i] based on the
recurring relation,

Ŵ[∼ i]ai =∑

Λi

Ŵ[i]Λi ,ai ∏

j∈child(i)
Ŵ[∼ j]aj . (4)

Here, child(i) refers to the indices for all the direct children of the
ith tree node and Λi = {aj∣ j ∈ child(i)}. It should be noted that for
leaf nodes, we have Ŵ[∼ i]ai = Ŵ[i]∅,ai

.
Similar to MPO/MPS, a TTNO can be applied to a TTNS

through tensor contractions, resulting in a new TTNS, as shown in
Fig. 1(c). This feature provides significant flexibility for manipulat-
ing TTNS and lays the foundation of a whole class of time evolution
methods based on propagation and compression.24,28,56 Another
immediate advantage of using TTNO is the efficient computation
of the physical observable ⟨Ψ∣Ô∣Ψ⟩ through tensor network con-
traction. To achieve this, we stack ∣Ψ⟩, ∣Ô⟩, and ⟨Ψ∣ in a three-layer
manner, as shown in Fig. 1(d). The contraction process then begins
from the leaves and moves inward toward the root. The computation
cost scales polynomially with MS, MO, and d.

B. Time evolution based on projector splitting
Based on time-dependent variational principle,57 the formal

solution of the time-dependent Schrödinger equation for tensor
networks can be expressed as58

∂∣Ψ⟩
∂t
= −iP̂Ĥ∣Ψ⟩. (5)

Here, P̂ = ∑N
i P̂+i −∑

N−1
i P̂−i is a projection operator to the tangent

space of the TTNS manifold. The exact form of P̂ is provided in
the literature.6,59 At a short time step δt, the formal solution of the
Schrödinger equation is

∣Ψ⟩(t0 + δt) = e−iP̂ Ĥ δt
∣Ψ⟩(t0). (6)

The projector splitting integrator decomposes the formal time
evolution operator into the product of operators,

e−iP̂ Ĥ δt
=

N−1

∏

i
{e−iP̂ +i Ĥ δteiP̂ −i Ĥ δt

}e−iP̂ +N Ĥ δt
+ O(δt2

). (7)

Each term in the product corresponds to the time evolution of a local
tensor in the TTNS. The complete time evolution consists of a sweep
over the tree tensor network. For example, e−iP̂ +i Ĥ δt is implemented
as a local time evolution of A[i] based on the effective Hamiltonian
Ĥeff

i ,

A[i](t0 + δt) = e−iĤ eff
i δtA[i](t0). (8)

A schematic illustration of Ĥeff
i A[i] is shown in Fig. 2(a). In Fig. 2,

A[i] is shown as the red ball, and Ĥeff
i corresponds to the rest of the

diagram. The term e−iĤ eff
i δtA[i] can then be computed using a Krylov

matrix exponential solver.
The computational bottleneck for the time evolution is the

contraction between A[i] and Ĥeff
i . During the contraction, the ten-

sors in the gray containers shown in Fig. 2(b) are first contracted
together, resulting in the contraction pattern shown in Fig. 2(c). The
construction of the environment tensor is not the bottleneck of the
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FIG. 2. Schematic diagram for the calculation of Ĥeff
i A[i] using TTNS and TTNO. (a) The red ball represents A[i], and the rest of the diagram constitutes Ĥeff

i . (b) Tensors
indicated by the gray containers are contracted to construct the effective environment in Ĥeff

i . Panel (c) shows the actual tensors involved in the computation of Ĥeff
i A[i], and

the orange cylinders are environment tensors.

computation. During the sweep process, the environment tensors
from the previous step can be employed to calculate the environment
tensors required for the next step. The computation of the envi-
ronment tensor has a lower scaling than computing Ĥeff

i A[i], which
involves the contraction between k environment tensors, W[i], and
A[i]. The size of the environment tensor is MS ×MO ×MS =M2

SMO.
Recall that the size of A[i] is Mk

Sd and the size of W[i] is Mk
Od2.

The contraction between one of the environment tensor and A[i]
has computational cost O(Mk+1

S MOd), and the resulting tensor is
of size Mk

SMOd. The tensor is subsequently contracted with W[i] at
a computational cost of O(Mk

SMk
Od2
). The resulting tensor of size

Mk
SMk−1

O d is then contracted with another environment tensor at a
computational cost of O(Mk+1

S Mk−1
O d). The resulting tensor has a

smaller size of Mk
SMk−2

O d, and the rest of the contraction with other
environment tensors has less computational cost. In all the cases
discussed in this work, MO is less than 10, and MS ranges from 20
to 96. Meanwhile, most of d is less than or equals to 10. Thus, we
can assume MO ≈ d≪MS and the overall computational scaling for
the contraction of Ĥeff

i A[i] is O(Mk+1
S Mk−1

O d). The complete time
evolution also requires the application of e−iP̂ −i Ĥ δt , which is similar
to the application of eiP̂ +i Ĥ δt but with a reduced cost. In our imple-
mentation, we use a second-order symmetric Trotter decomposition
of e−iP̂ Ĥ δt . For the complete algorithm of the time evolution, please
refer to the cited papers.59–61

C. Automatic construction of TTNO
In this section, we describe our algorithm for the automatic

construction of TTNO based on bipartite graph theory. Our algo-
rithm is developed based on the algorithm for the automatic con-
struction of MPO.45 Any quantum operator in the SOP form can be
expressed as

Ô =
K

∑

o=1
γo

N

∏

i=1
ẑ(o)i , (9)

where K is the number of terms, N is the number of degrees of
freedom, γo stands for the coefficient for the oth term and ẑ(o)i is
the elementary operator for the ith degree of freedom for the oth
term. It should be noted that ẑ(o)i can be an identity operator. Ten-
sor networks usually impose the commutation condition [ẑi, ẑ j] = 0

TABLE I. Tabular form of the SOP operator of Eq. (9). Each row represents a term in
the operator, and each column corresponds to one of the degrees of freedom.

Term index

Degree of freedom

1 ⋅ ⋅ ⋅ i ⋅ ⋅ ⋅ N

1 ẑ(1)1 ⋅ ⋅ ⋅ ẑ(1)i ⋅ ⋅ ⋅ ẑ(1)N
. . . ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

o ẑ(o)1 ⋅ ⋅ ⋅ ẑ(o)i ⋅ ⋅ ⋅ ẑ(o)N
. . . ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

K ẑ(K)1 ⋅ ⋅ ⋅ ẑ(K)i ⋅ ⋅ ⋅ ẑ(K)N

for i ≠ j. In Sec. III C, we discuss how to comply with the anti-
commutation property for fermion operators. Table I presents the
tabular form of Ô, where each row represents a term in Ô. We refer
to Table I as the SOP table in the following discussion. The coeffi-
cients γ0 can be stored in another table, which has the same number
of rows as Table I but has only one column.

In tree tensor networks, cutting an arbitrary edge will divide the
tree into two parts. Suppose by cutting the ith edge, which connects
the ith node to its parent, the degrees of freedom of the entire system
are divided into two parts, namely, L and R. It is then possible to
express Ô as

Ô =
K

∑

oi=1
γoi ⋅ Ô

(oi)

i,L ⊗ Ô(oi)

i,R , (10)

where

Ô(oi)

i,L = ∏
j∈Ωi,L

ẑ(oi)

j ,

Ô(oi)

i,R = ∏
j∈Ωi,R

ẑ(oi)

j .
(11)

Here, Ωi,L(R) stands for the set of degrees of freedom that fall into
the L(R) part after cutting the ith edge. Based on Eq. (10), MO for
the TTNO at the ith edge is K, which showcases a straightforward
construction of TTNO that is not optimal.
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The key to the construction of optimal TTNO is to exploit
redundancy in {Ô(oi)

i,L(R)∣oi ∈ [1, K]}. The unique operators in

{Ô(oi)

i,L(R)∣oi ∈ [1, K]} are denoted as U i,L(R), and Ô can be written as

Ô =∑
jk

Γjk U i,L
j ⊗ U i,R

k , (12)

where Γ is the coefficient matrix on the basis of U i,L
⊗ U i,R. A nat-

ural next step is to perform Schmidt decomposition to reduce the
dimension and obtain a more efficient TTNO, similar to the idea of
TTNS. The computational scaling of this approach is O(K3

) since Γ
is approximately of size K × K. The MO at the ith edge equals the
rank of Γ. Additional truncation based on singular values can be
performed to compress the TTNO.62

In addition to the Schmidt decomposition method, better scal-
ing can be obtained by leveraging the sparse nature of Γ using the
bipartite graph theory. Γ is sparse since it only contains K non-zero
elements. A bipartite graph is a type of graph where all vertices can
be divided into two distinct sets, and every edge connects a vertex in
one set to a vertex in the other set. In this context, U i,L and U i,R are
considered as the two sets of vertices in the bipartite graph, and their
interactions represented by nonzero elements in Γ are considered as
the graph edges. Our goal is to find the minimum number of vertices
that can connect to all edges in the graph, a problem known as the
minimum vertex cover problem in graph theory. The minimum MO
at the ith edge equals the number of these vertices, by constructing
complementary operators63 for the vertices. This minimum number
of vertices can be efficiently found in polynomial time with respect
to the number of vertices and edges. Specifically, since there are K
vertices and K edges, the computational scaling is O(K

3
2 ) using

the Hopcroft–Karp algorithm.64 This is an improvement over the
K3 scaling using SVD. Solving the minimum vertex cover problem
for the ith edge determines the construction of optimal TTNO for
the ith node by constructing complementary operators according
to the solution of the minimum vertex cover problem. The entire
TTNO is constructed by iterating over all of the nodes in the tree.
For the simulation of open quantum systems, such as the spin-
boson model and the transport model studied in this paper, the
number of terms in the Hamiltonian K is proportional to the num-
ber of nodes and edges in the tree tensor network N. Therefore,
the overall scaling for the construction of the complete TTNO is
N

3
2 ×N = N

5
2 .

The construction of MPO/TTNO based on the bipartite graph
approach does not rely on the coefficients of the SOP operator.
In other words, with different but finite γo, the MPO/TTNO has
the same MO for the same operator. The approach of manual
MPO/TTNO design also shares this feature. However, the same is
not true for the SVD compression approach. If γo exhibits a partic-
ular pattern, it is possible to obtain a more compact MPO/TTNO
based on SVD compression without numerical compression error.
Consider, for example, that Γ is a 2 × 2 matrix and all matrix ele-
ments are 1. Thus, the minimum number of vertices to connect
to all edges is 2. Meanwhile, SVD over Γ yields only one non-zero
singular value. Such a pattern is hardly encountered in chemical
models in practice. However, for lattice models encountered in
physics, most Hamiltonian terms share the same coefficient. In such

TABLE II. SOP table of the Hamiltonian of the spin-boson model in Eq. (13) with
Nb = 2, as a special case of Table I.

cases, SVD or QR over Γ is preferred for obtaining the optimal
MPO/TTNO.

To illustrate the concept of the SOP table, bipartite graph, and
minimum vertex cover, let us consider a spin-boson model where a
spin is coupled with a set of vibrational modes. The Hamiltonian for
the spin-boson model is given by

Ĥ = Δσ̂ x
+

1
2

Nb

∑

i=1
(p̂2

i + ω2
i q̂2

i ) + σ̂ z
Nb

∑

i=1
ciq̂i, (13)

which follows the sum-of-product form. Here, p̂ and q̂ are the
momentum and coordinate operators of the vibration modes,
respectively. ω is the vibration frequency. c is the coupling con-
stant. σ̂ x and σ̂ z are Pauli matrices for the spin. Δ is the tunneling
constant. For ease of demonstration, we limit Nb = 2, and general-
ization to more complex cases is straightforward. The two vibration
modes are denoted as v1 and v2. We consider a simple tree, where
the spin node is the root and the vibration nodes are the two
leaves.

We can first construct the SOP table for Eq. (13) as presented
in Table II. Next, assume that spin and v1 are in the L part while v2
is in the R part, as indicated by the vertical line presented in Table II.
The operators in ΩL and ΩR are redundant. For example, the unique
operators in ΩR, denoted as U R, are {Î, p̂2

2, q̂2
2, q̂2}. Meanwhile, ΩL has

six unique operators. Then, Γ is a 6 × 4 matrix with seven nonzero
elements. SVD over Γ yields three nonzero singular values, which
means the minimum MO of TTNO is 3.

Figure 3 shows the bipartite graph representation of Table II.
The vertices on the left(right) side are U L(R), and each edge repre-
sents a term presented in Table II. For optimal TTNO, it is necessary
to select a minimum set of vertices in the graph that covers all
edges. Such a task can be solved efficiently using the Hopcroft–Karp
algorithm. By selecting Î ⊗ Î, σ̂ z

⊗ Î in the L set and Î in the R
set, i.e., operators in round-corner boxes, all the edges are covered.
Complementary operators are then constructed based on the edge
connections. For example, since Î ⊗ Î is connected to p̂2

2 and q̂2
2, these

two are combined to form a complementary operator 1
2 p̂2

2 +
1
2 ω2

2q̂2
2

for Î ⊗ Î. This allows us to determine the TTNO tensor Ŵ[v2] for
the node representing v2. The tensor has only one virtual index, and
its symbolic form is

Ŵ[v2] = [Î
1
2

p̂2
2 +

1
2

ω2
2q̂2

2 c2q̂2]. (14)
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FIG. 3. Bipartite graph for SOP operators taking the Hamiltonian of the spin-boson
model with Nb = 2 as an example. The operators acting on the spin and v1 are
grouped on the left and the operators acting on v2 are grouped on the right.
Each edge represents a term in the Hamiltonian, and the operators in boxes are a
minimal set of vertices that covers all edges.

In order to determine the whole TTNO, we additionally bipar-
tite the system by cutting the edge between the spin node and the v1
node. Then, the left part of the system contains v1 and the right part
contains the spin and v2. Similarly, Ŵ[v1] is determined as

Ŵ[v1] = [Î
1
2

p̂2
1 +

1
2

ω2
1q̂2

1 c1q̂1]. (15)

Since the spin node is the root node, its symbolic TTNO ten-
sor Ŵ[spin] can be determined from Ŵ[∼ v1] = Ŵ[v1], Ŵ[∼ v2]

= Ŵ[v2], and the overall SOP Hamiltonian Ĥ. Ŵ[spin] is then,

Ŵ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Δσ̂ x I σ̂ z

I 0 0
σ̂ z 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (16)

In the specific case of the spin-boson model, it can be shown
that MO = 3 regardless of the number of discretized modes. Conse-
quently, for fixed MS and d, the computational cost for updating one
of the tensors A[i] is independent of the number of modes. There-
fore, the total computational time for a single time evolution step
scales linearly with the number of nodes in the tree or the number of
modes in the system.

Finally, we outline the general procedure to construct TTNO
using the bipartite graph theory step by step. The algorithm visits all
nodes in the post-order, meaning that if the ith node is visited, all
its children have already been visited and Ŵ[∼ j] for all the children
have been constructed. For the ith node in the tree in the post-order,
the following steps should be performed:

1. Construct the SOP table of the target operator Ô. Consider
elementary operators from all the children, as provided by
Ŵ[∼ j], at the current node, as well as the rest of the system.
If the current node does not have children, identity operators
can be taken as placeholders for the elementary operators from
the children.

2. Divide the SOP table into two parts. The left part contains
elementary operators from all children ẑ(o)child and the current
node ẑ(o)node. The right part contains all operators from the
rest of the system ẑ(o)others. Identify the unique operators U L(R)

and use them to construct the bipartite graph. Then, solve
the minimum vertex cover problem using the Hopcroft–Karp
algorithm.

3. For each operator in U L, if U L
k is included in the solution of

the minimum vertex cover problem, append U L
k as a new row

of Ŵ[∼ i]. For each operator in U R, if U R
k is included in the

solution of the minimum vertex cover problem, add the oper-
ators in U L that are connected to U R

k and append the summed
operator as a new row of Ŵ[∼ i]. It should be noted that if
an edge is connected to both U L and U R, it should only be
included once.

4. Using Ŵ[∼ i] and Ŵ[∼ j] for all the child nodes of the
ith node, construct Ŵ[i] based on the recurring relation in
Eq. (4). Ŵ[∼ i] are then considered as elementary operators
for the parent of the ith node.

5. Proceed to the next node following the post-order sequence.

III. NUMERICAL RESULTS
In this section, we present numerical results based on our TTNS

algorithm with optimal TTNO. First, we will numerically demon-
strate the computational scaling of our algorithm, highlighting how
the computational cost scales linearly with the number of degrees of
freedom in the spin-boson model. Subsequently, we will showcase
two example simulations of open quantum systems to illustrate the
versatility and efficiency of our algorithm.

A. Computational scaling
We first show the computational scaling of our algorithm

through numerical simulation for the spin relaxation dynamics of
the spin-boson model. The Hamiltonian of the model is presented
in Eq. (13). The coupling between the spin and the vibrational
environment is specified by the spectral density function,

J(ω) =
π
2∑j

c2
j

ωj
δ(ω − ωj). (17)

In this section, we focus on the sub-Ohmic spectral density function,

JOhmic(ω) =
π
2

αωsω1−s
c e−ω/ωc. (18)

Here, α is the dimensionless Kondo parameter that controls the
strength of the system–bath coupling. ωc is the characteristic fre-
quency of the bath. s controls the shape of the spectral density. A
value of 0 < s < 1 corresponds to sub-Ohmic spectral density, s = 1 to
Ohmic spectral density, and s > 1 to super-Ohmic spectral density.
For our purposes, we set s = 0.5 and ωc = 20Δ. α is set to 0.05 unless
otherwise specified. The vibration modes are discretized based on a
particular density of states ρ(ω),

∫

ω j

0
ρ(ω)dω = j, j = 1, . . . , Nb, (19)
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FIG. 4. Tree tensor network structures used in this work. (a) Linear chain topology, which is identical to MPS. (b) Binary tree topology. (c) Ternary tree topology. (d) Binary
tree topology without primitive basis contraction. (e) Ternary tree topology without primitive basis contraction.

where Nb is the number of bath modes. The density of states ρ(ω) is
defined as

ρ(ω) =
Nb + 1

ωc
e−ω/ωc. (20)

We use 10 harmonic oscillator eigenbasis for all the vibration modes
(d = 10). This setup is chosen for the scaling benchmark to facil-
itate direct comparison with the results from the literature.13,24,65

Benchmark results with α from 0.05 to 1.0 are shown in Fig. 12 in
the Appendix, aligning perfectly with previous reports.

We next describe the TTNS tree structure employed for the
simulation. Our algorithm and its implementation can work with
any tree structure, regardless of tree depth, and the tree structure
we have used here is chosen for its simplicity. It is important to
note that these structures may not necessarily be the optimal tree
structure for the models that we are studying. We first look at the
MPS structure, where all degrees of freedom are arranged in a lin-
ear chain. The spin is positioned at the start of the chain, followed
by the vibration modes in ascending order of vibration frequency.
A visual representation of the MPS structure is shown in Fig. 4(a).
We then describe two types of tree topologies that are inspired by
ML-MCTDH. These are shown in Figs. 4(b) and 4(c). In both types
of trees, the vibration degrees of freedom are first grouped to form
either a binary or ternary tree. The spin is then attached to the root

of the tree. In both trees, only the leaf node has physical indices. In
Figs. 4(b) and 4(c), each primitive mode is first contracted to MS
states before being connected to the next layer. The actual tree struc-
ture employed in our simulation is a bit more subtle. More specif-
ically, the contraction of the primitive modes shown in Figs. 4(b)
and 4(c) applies when MS < d. When MS > d, such contraction is
unnecessary and two or three primitive modes are directly linked to
the leaf node, as shown in Figs. 4(d) and 4(e). In the tree structure,
the number of layers is approximately log Nb. For all the structures
considered, the number of nodes is on the same order as Nb or the
number of degrees of freedom in the model.

We first show the wall time required for one step of TDVP-PS
time evolution vs the number of modes Nb in the model shown in
Fig. 5. We use the binary tree shown in Fig. 4(b), with MS set to
20 and the time evolution step size at δtΔ = 0.05. The simulation is
run for 10 steps, and the average wall time per step is reported. The
computation is carried out on a single core of Intel(R) Xeon(R) Plat-
inum 8255C CPU @ 2.50 GHz (the same hereinafter). Simulations
up to Nb = 8096 reveal that the wall time required to perform a sin-
gle step of the time evolution scales linearly with the number of bath
modes Nb in the model. This favorable scaling is realized by con-
structing the Hamiltonian as TTNO with a constant MO of 3. When
Nb = 8096, the average wall time per step is ∼800 s. Since simulation
to tΔ = 40 requires 800 steps, a complete simulation with Nb = 8096
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FIG. 5. Wall time for one step of the TDVP-PS time evolution based on the spin-
boson model as a function of the number of modes Nb. MS = 20, d = 10, and
δtΔ = 0.05. The solid line is a linear fitting of the collected data.

would take roughly one week. The mode combination technique in
ML-MCTDH is not employed in this case.

Next, we examine how different tree structures, as well as the
values of MS and d, affect the computational cost. In Fig. 6(a), we
show the computational wall time vs Nb with different tree struc-
tures. The MPS tree structure and the binary tree structure have
almost identical computational costs. This is because, with MS > d,
each leaf node has 2 physical indices in the binary tree. Thus, both
MPS and the binary tree have approximately the same number of
nodes. In addition, in both MPS and binary tree, most nodes have
three indices (virtual and physical combined). This is why the two
different tree structures have almost the same computational cost.
In the ternary tree, most nodes have 4 physical and virtual indices,
leading to a significantly higher computational cost compared to the
other two cases. In Fig. 6(b), we show the computational wall time
vs MS. As analyzed earlier in Sec. II B, the computational cost scales
as O(Mk+1

S )with respect to MS where k is the number of nodes con-
nected to each node. Clearly, for MPS k = 2, for the binary tree k
= 3, and for the ternary tree k = 4. The computational scaling is con-
sistent with our analysis shown in Fig. 6. In Fig. 6(c), we show the
computational wall time vs the number of primitive basis d. Accord-
ing to our analysis in Sec. II B, the computational cost scales as O(d)
when d is small and O(d2

) when d is large. However, this analy-
sis assumes that each node in the TTNS has a physical index with
dimension d, which is true for MPS but not true for the tree net-
works employed here. For binary and ternary trees, when d is large,
the d primitive basis is first contracted to the MS states at the leaf
node. Thus, up to a reasonably large d, the computational cost with
respect to these leaf nodes is negligible compared to the computa-
tion of the body nodes, which have more indices than the leaf nodes.
For the cases considered in this work, TTNO and MPO have sim-
ilar bond dimensions. The key advantage of using TTNO is that
they can reduce the computing scaling over the number of primitive
basis d to a constant. For comparison, the MPS/MPO approach has
O(d2

) scaling. This significant improvement in scaling justifies the
development and use of TTNS/TTNO approaches, especially when
d is large, despite their increased coding complexity. This advantage
helps explain why MPS is predominantly used in electronic structure
calculations, while TTNS is more commonly employed in quantum
dynamics simulations. These findings are consistent with previous
reports.6,16–18

B. Spin relaxation dynamics of the spin-boson model
We next apply our algorithm to the spin relaxation dynamics of

the spin-boson model using the Cole–Davidson spectral density,66

JCD(ω) = η
sin βCDθCD

[1 + (ω2
/ω2

c)]
βCD/2

,

θCD = arctan
ω
ωc

,
(21)

where βCD < 1 is the fractional stretching exponent. The
Cole–Davidson spectral density function exhibits distinct behav-
ior at low frequency and high frequency limits. When ω≪ ωc,
JCD ≈ ηβCD

ω
ωc

. When ω≫ ωc, JCD ≈ η sin ( πβCD
2 )(

ωc
ω )

βCD , which
shows slow power law decay. Despite the complicated form of JCD,
the reorganization energy λ is simply related to η by λ = 2η. The
key difference between JCD and JOhmic is that JCD has a long tail
at the high-frequency region, particularly when βCD is small. The
contribution from the high frequency part can be taken into account
through a Born–Oppenheimer type approximation, resulting in a
modified Δ,

Δeff
= Δ exp{−

2
π∫

∞

ωq

JCD(ω)
ω2 dω}, (22)

where ωq is the cutoff frequency during mode discretization. The
density of states for mode discretization is chosen as

ρ(ω)∝
JCD(ω)

ω
. (23)

The other setups, unless otherwise specified, are the same as those
in Sec. III A. A binary tree as shown in Fig. 4(b) is used for
TTNS topology. We set MS = 20 and Nb = 1000. For low-frequency
modes, d ranges from dozens to hundreds, and for high-frequency
modes, d is chosen as 4. We first validate our algorithm by repro-
ducing the previous ML-MCTDH results, shown in Fig. 13 in
the Appendix.

The finite temperature dynamics of the spin relaxation is
obtained through thermo-field dynamics.67–70 In this method, the
finite temperature density matrix of the bath environment is trans-
formed into a pure state by introducing an auxiliary space Q, anal-
ogous to the physical space P. The finite temperature dynamics is
then reduced to the zero temperature dynamics with a transformed
Hamiltonian,

ˆ̄H = Δσ̂ x
+

1
2∑i

(p̂2
i + ω2

i q̂2
i ) −

1
2∑i

(
ˆ̃p2

i + ω2
i ˆ̃q2

i )

+ σ̂ z
∑

i
ci cosh θiq̂i + σ̂ z

∑

i
ci sinh θi ˆ̃qi, (24)

where operators with a tilde “˜” are operators in the Q space and
θi = arctanh exp{− ωi

2kBT }. The initial thermal state of the bath is
represented by ∣0⟩P∣0⟩Q in the harmonic oscillator eigenbasis.

We next provide more details on the automatically constructed
TTNO for the spin-boson model. The tree tensor network follows a
binary tree topology, as shown in Fig. 4(b) and reproduced in Fig. 7.
The tree only shows 4 vibration modes for simplicity, but our actual
simulation uses 1000 modes. For reference, each node is labeled with
an index.
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FIG. 6. Computational cost of single evolution step using MPS, binary TTNS, and ternary TTNS. All the calculations are performed on a single intel xeon(R) platinum 8255C
CPU @ 2.50 GHz core. (a) MS = 20, d = 10, and Nb varies. (b) For MPS and binary TTNS Nb = 16 and for ternary TTNS Nb = 27; d = 10 and MS varies. (c) For MPS and
binary TTNS Nb = 16 and for ternary TTNS Nb = 27; MS = 20 and d varies. The black dashed lines are guides to indicate the polynomial scaling.

FIG. 7. Schematic diagram for the tree nodes in the spin-boson model. Each node
is labeled with an index.

We then show the symbolic tensors Ŵ[i] for the corresponding
TTNO. For the leaf nodes (i = 1, 2, 3, 4), Ŵ[i] has only one index,

Ŵ[i] =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Îi
1
2

p̂2
i +

1
2

ω2
i q̂2

i

ciq̂i

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, i = 1, 2, 3, 4. (25)

For the body nodes (i = 5, 6), Ŵ[i] has three indices and the
shape is (3, 3, 3). The first two indices connect to the children, and
the last index connects to the parent. Since the body nodes are not
associated with any physical degree of freedom, the possible matrix
elements for Ŵ[i] are 0 and 1, and Ŵ[i] is constructed as

Ŵ[i]jk =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

δj1δk1

δj1δk2 + δj2δk1

δj1δk3 + δj3δk1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, i = 5, 6. (26)

Here, j and k are indices to the children, and the index to the parent is
shown as the vector. The vector elements correspond to the identity
operator, the vibration energy, and the vibration coordinate for the
vibrations, respectively.

The local TTNO tensor Ŵ for the spin node is

Ŵ[7] =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

σ̂ z

σ̂ x

Î

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (27)

The final virtual node with i = 8 has three indices jkl, connect-
ing to nodes 5, 6, and 7, respectively. Ŵ[8] is then

Ŵ[8]jkl = δj1δk1δl2 + δj1δk3δl1 + δj3δk1δl1 + δj1δk2δl3 + δj2δk1δl3.
(28)

Regarding the treatment of the auxiliary space for finite temper-
ature dynamics simulation, the transformed Hamiltonian Eq. (21)
has the same form as the spin-boson Hamiltonian in Eq. (13), despite
that the number of vibration modes is doubled. Consequently, the
constructed TTNO at finite temperature is identical to the TTNO
at zero temperature. Because the computational cost scales linearly
with the number of modes in the spin-boson model, we conclude
that the finite temperature computation is twice as costly as zero
temperature computation.

Figure 8 shows the simulated spin relaxation dynamics using
the Cole–Davidson spectral density. In Fig. 8(a), we show the
influence of the characteristic frequency ωc on the spin relaxation
dynamics, with η/Δ = 10 and βCD = 0.5. Notably, when the vibration
frequency and tunneling constant are comparable (i.e., ωc/Δ = 1),
the spin relaxation exhibits the most incoherent behavior compared
to other cases. In addition, due to the strong system–bath cou-
pling, ⟨σ̂ z

⟩ demonstrates localization in both the adiabatic and the
intermediate regimes. We then explore the impact of temperature
on the dynamics shown in Fig. 8(b), with η/Δ = 1, βCD = 0.25, and
ωc/Δ = 1. As the temperature increases, the spin dynamics become
increasingly incoherent. For this figure, we employ Nb = 500, includ-
ing both P and Q space and MS = 96 due to the strong entanglement
at finite temperature. Finally, we study the effect of βCD on the spin
relaxation dynamics. As shown in Fig. 8(c), the dynamics of the spin
becomes more incoherent with higher values of βCD. The other para-
meters are η/Δ = 2.5 and ωc/Δ = 1. We note that a lower value of βCD
enhances the contribution of high-frequency vibration modes. Up to
tΔ = 20, localization is not observed for the values of βCD considered.
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FIG. 8. Spin relaxation dynamics based on the Cole–Davidson spectral density. (a)η/Δ = 10, βCD = 0.5, and kBT/Δ = 0. (b) η/Δ = 1, βCD = 0.25, and ωc/Δ = 1. (c) η/Δ
= 2.5, ωc/Δ = 1, and kBT/Δ = 0.

C. Charge transport in a molecular junction
We then move on to study quantum charge transport in a

molecule junction with vibrational coupling. Single molecular junc-
tion has been widely used to investigate nonequilibrium many-body
quantum phenomena at the nanoscale.71–74 The model for vibra-
tionally coupled electron transport through a single-molecule junc-
tion can usually be divided into three parts.12,40,75,76 The first part is
the electronic part, which includes one discrete electronic state at the
molecular bridge and two identical electronic continua describing
the left and the right metal leads,

Ĥel = Ed d̂ † d̂ + ∑
ζ=L,R
∑

kζ

Ekζ ĉ†kζ
ĉkζ

+ ∑

ζ=L,R
∑

kζ

Vdkζ(d̂ †ĉkζ + ĉ†kζ
d̂). (29)

Here, d̂ †(d̂) and ĉ †(ĉ) are fermionic creation (annihilation) opera-
tors for the electronic state on the molecular bridge and the metal
leads, respectively. The electronic states in the left (right) lead state
are indexed with kL and kR, respectively. It should be noted that
the partition between the left and right leads should not be con-
fused with the partition in the bipartite graph in Sec. II C. Ed is
the site energy of the molecular bridge and is set to 0 through-
out this section. Ekζ is the energy of the lead states, and Vdkζ is the
molecule-lead coupling strength, which will be provided later. Since
d̂ †(d̂) and ĉ †(ĉ) have to follow the anti-commutation property of
fermionic operators, they are transformed to spin operators through
the Jordan–Wigner transformation,77

â†
k =

k−1

∏

j=1
σ̂z

j σ̂
+

k ,

âk =
k−1

∏

j=1
σ̂z

j σ̂
−

k ,

(30)

where σ̂ + = 1
2(σ̂

x
− iσ̂ y

) and σ̂ − = 1
2(σ̂

x
+ iσ̂ y

) are Pauli ladder
operators.

The molecular bridge is then coupled to a phonon bath,

Ĥel−nuc = d̂ † d̂∑
j

2cjq̂j ,

Ĥnuc =
1
2∑j

(p̂2
j + ω2

jq̂
2
j).

(31)

The total Hamiltonian is then written as

Ĥ = Ĥel + Ĥel−nuc + Ĥnuc. (32)

The primary physical observable for quantum transport
through a molecular junction is the electronic current for a given
source-drain bias voltage. The electronic current operator for each
lead reads

Îζ = i[Ĥ, N̂ζ] = i∑
kζ

Vdkζ(d̂ †ĉkζ − ĉ†kζ
d̂), ζ = L, R, (33)

where N̂ζ = ∑kζ
ĉ†kζ

ĉkζ is the occupation number operator for each
lead. The overall time-dependent current I(t) is calculated with

I(t) =
1
2
[⟨ÎR(t)⟩ − ⟨ÎL(t)⟩]. (34)

The source-drain bias voltage is considered through different
initial lead states based on the grand-canonical ensemble. More
specifically, the initial density matrix for lead ζ is

ρζ = exp
⎧
⎪⎪
⎨
⎪⎪
⎩

−∑

kζ

(Ekζ − μζ)ĉ
†
kζ

ĉkζ /kBT
⎫
⎪⎪
⎬
⎪⎪
⎭

, (35)

where μζ is the chemical potential for lead ζ, given by

μL/R = ±V/2, (36)
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where V is the source-drain bias voltage. Furthermore, we con-
sider two different initial states of the molecular bridge: occupied
and unoccupied. In both cases, the oscillator bath is in equilib-
rium with the state of the molecule bridge. When the molecular
bridge is occupied, the coordinate operator q̂ of the phonon modes
is replaced with another displaced coordinate operator Q̂ according
to q̂ = Q̂ − 2c j/ω2

j .
Next, we turn to the parameters in the charge transport Hamil-

tonian. The electronic energies Ekζ and molecule-lead coupling
strengths Vdkζ are defined through energy-dependent level width
functions,

Γζ(E) = 2π∑
kζ

∣Vdkζ ∣
2δ(E − Ekζ ), (37)

which is analogous to the spectral density function for the phonon
bath defined in Eq. (17). In this work, we choose a tight-binding
model for Γζ ,

Γ(E) =

⎧
⎪⎪⎪⎪
⎨
⎪⎪⎪⎪
⎩

α2
e

β2
e

√

4β2
e − E2, ∣E∣ < 2∣βe∣,

0, ∣E∣ > 2∣βe∣,
(38)

where βe and αe are nearest-neighbor coupling between two lead
sites and between the lead site and the bridge state, respectively. Γ
is then discretized according to Eq. (19) to produce the lead site
energy Ekζ and the coupling constant Vdkζ . In this work, we use
a constant density of state, leading to an equidistant discretization
of the interval [−2βe, 2βe]. We set αe = 0.2 eV, βe = 1 eV, and a
bias voltage of 0.1 V. For each lead, 160 electronic states are dis-
cretized. The phonon bath is modeled using the Cole–Davidson
spectral density, and the prescription to obtain the discrete modes
is the same as that described in Sec. III B. We set η = 1000 cm−1,
ωc = 500 cm−1, and βCD = 0.5. The number of bath modes Nb is
1000. The overall tree structure for the model is based on the
binary tree shown in Fig. 4(b). Two binary trees are constructed
for lead states with Ekζ − μζ < Ed and Ekζ − μζ > Ed, respectively.40,78

The two trees are then grouped together for an overall binary tree.
Another binary tree is constructed for the phonon bath. The two
binary trees are then attached to the root, which represents the
molecular bridge.

Similar to the study of the spin-boson model, the finite tem-
perature time-dependent current is calculated through thermo-
field dynamics.40,67 The transformed Hamiltonian for the phonon
bath and the electron–phonon coupling is the same as Eq. (24).
Meanwhile, the electronic part is transformed as follows:

ˆ̄Hel = Ed d̂ † d̂ + ∑
ζ=L,R
∑

kζ

Ekζ(ĉ
†
kζ

ĉkζ −
ˆ̃c†kζ

ˆ̃ckζ)

+ ∑

ζ=L,R
∑

kζ

Vdkζ(cos θkζ d̂ †ĉkζ + cos θkζ ĉ†kζ
d̂

+ sin θkζ d̂ †ˆ̃c†kζ
+ sin θkζ

ˆ̃ckζ d̂), (39)

where θkζ = arctan exp{−
Ekζ
−μζ

2kBT }. Similarly, the transformation
over the current operator follows

FIG. 9. Schematic diagram for the tree structure of the molecular junction model.

Îζ = i∑
kζ

Vdkζ(cos θkζ d̂ †ĉkζ − cos θkζ ĉ†kζ
d̂

+ sin θkζ
ˆ̃ckζ d̂ − sin θkζ d̂ †ˆ̃c†kζ

), ζ = L, R. (40)

In this section, the time-dependent currents are calculated with
300 K, unless otherwise specified.

The overall formalism of the quantum transport problem
appears to be much more complicated than the spin-boson model.
However, thanks to the automatic construction of TTNO, both the
programming effort and the computational cost for the simulation
are of the same order as the simulation of spin-boson model. For
example, the overall Python script for the simulation of the quantum
transport problem contains ∼300 lines of code, whereas the script
for the simulation of the spin-boson model at zero temperature has
around 200 lines. These scripts handle tasks such as the determina-
tion of model parameters through the discretization of the spectral
density function, construction of the SOP Hamiltonian and current
operators, specification of the TTN tree structure, construction of
the TTNOs, time evolution, the calculation of physical observables,
and various logging outputs. In these scripts, we only rely on library
functions and classes that are general and applicable to any other
physical model. In addition, the maximum MO across all the edges
for the TTNO of the transformed Hamiltonian is 5. This ensures lin-
ear scaling with respect to both the number of electron modes and
the number of phonon modes in the model.

We next provide more details on the automatically constructed
TTNO for the molecular junction model. First of all, the overall tree
structure is shown in Fig. 9. Two binary trees are constructed for
lead states with Ekζ − μζ < Ed and Ekζ − μζ > Ed, respectively. The two
trees are then grouped together for an overall binary tree. Another
binary tree is constructed for the phonon bath. The two binary
trees are then attached to the root, which represents the molecular
bridge.

The combined system of the bridge and the phonon bath is sim-
ilar to a spin-boson model. As a result, the TTNO structure of the
phonon bath tree is the same for both the molecular junction model
and the spin-boson model. Then, the maximum bond dimension
MO in this part of the tree is 3.

For the electronic lead, the maximum bond dimension MO is 5.
Since each electronic mode has a physical bond dimension of only
2, two modes are attached directly to one node without primitive
basis contraction. In Fig. 10, we show a schematic diagram of the
tree tensor network corresponding to the electronic leads. Here, for
ease of demonstration, only 8 lead electronic modes are shown.
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FIG. 10. Schematic diagram for the tree nodes of the lead part in the molecular
junction model. ei represents the ith degree of freedom of the two leads. Each
node is labeled with an index. The molecular bridge and the phonon bath are
omitted.

The TTNO for the molecular junction is more complex than the
TTNO for the spin-boson model. For nodes 1 and 4, the symbolic
TTNO tensor has one index and the dimension is 4,

Ŵ[i] =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Î2i−1 Î2i

E2i−1σ̂+2i−1σ̂−2i−1 + E2iσ̂+2iσ̂
−

2i

V2i−1σ̂+2i−1σ̂z
2i + V2i Î2i−1σ̂+2i

V2i−1σ̂−2i−1σ̂z
2i + V2i Î2i−1σ̂−2i

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, i = 1, 4. (41)

It should be noted that here spin operators are employed due to
Jordan–Wigner transformation.

For nodes 2 and 3, the symbolic TTNO tensor has one index
and the dimension is 5, which is the maximum bond dimension in
the whole TTNO tree,

Ŵ[i] =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Î2i−1 Î2i

σ̂z
2i−1σ̂z

2i

E2i−1σ̂+2i−1σ̂−2i−1 + E2iσ̂+2iσ̂
−

2i

V2i−1σ̂+2i−1σ̂z
2i + V2i Î2i−1σ̂+2i

V2i−1σ̂−2i−1σ̂z
2i + V2i Î2i−1σ̂−2i

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, i = 2, 3. (42)

The additional element in Eq. (42) compared to Eq. (41) is
σ̂z

2i−1σ̂z
2i, which is the result of Jordan–Wigner transformation. The

nodes at the “boundary” of the tree, such as nodes 1 and 4, do not
have this term.

The nodes 5 and 6 are three-indexed tensors and the shapes
are (4, 5, 4) and (5, 4, 4), respectively. Taking the fifth node as an
example, the local TTNO tensor is

Ŵ[5]jk =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

δj1δk1

δj1δk3 + δj2δk1

δj1δk4 + δj3δk2

δj1δk5 + δj4δk2

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (43)

The elements represent the identity operator, lead site energy, cre-
ation operator from the lead, and annihilation operator from the
lead, respectively.

The seventh node, or the root node of the lead part, has 3
indices and the shape is (4, 4, 4). The local TTNO tensor is

Ŵ[7]jk =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

δj1δk1

δj1δk2 + δj2δk1

δj1δk3 + δj3δk1

δj1δk4 + δj4δk1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (44)

The nature of the elements is the same as Eq. (43), and the role of the
seventh node is to merge the operators from two sub-trees.

Finally, the symbolic TTNO tensor for the bridge node is

Ŵ[bridge] =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Edσ̂+d σ−d Îd 2σ̂+d σ−d
Îd 0 0
σ̂−d 0 0
σ̂+d 0 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (45)

As in the spin-boson model, the finite temperature effect in
the molecular junction model is taken into account via thermo-field

FIG. 11. Time-dependent current for the charge transport in a molecular junction. The Cole–Davidson spectral density function is employed, and the temperature is set to
300 K. In panels (a) and (b), the initial state of the molecular bridge is unoccupied and occupied, respectively. In panel (c), the finite temperature (FT) result is compared to
zero temperature (ZT) result with both Cole–Davidson (CD) spectral density and Ohmic spectral density.
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dynamicss.67 The transformed Hamiltonian is structurally similar
to the original Hamiltonian. Thus, the structure of the constructed
TTNO is the same.

The simulated time-dependent current for the charge transport
model is shown in Fig. 11. Figure 11(a) shows the convergence with
respect to MS when the molecular bridge is initially unoccupied. The
regularization technique from the Refs. 12 and 75 is used when MS
= 24 and MS = 32 to achieve a converged current. Figure 11(b) shows
the convergence with respect to MS when the molecular bridge is
initially occupied. In both cases, MS = 32 is sufficient to produce
a converged outcome. Interestingly, an initially unoccupied bridge
leads to a larger transient current, which is consistent with previ-
ous studies. Despite the different initial states, the steady current
shown in Figs. 11(a) and 11(b) appears to be the same. We fur-
ther compare the finite-temperature current with zero-temperature
current and zero-temperature current with Ohmic spectral density,
as shown in Fig. 11(c). For the Ohmic spectral density, we use the
same characteristic frequency ωc and reorganization energy λ as
the Cole–Davidson spectral density. From Fig. 11(c), it appears that
using Cole–Davidson spectral density leads to a higher steady cur-
rent. Furthermore, increasing temperature also results in a higher
steady current.

IV. CONCLUSION AND OUTLOOK
In this work, we present an efficient implementation of the

TTNS algorithm, which is included as a module of the open-source
Python package RENORMALIZER. Our implementation features
the automatic construction of the optimal TTNO based on bipar-
tite graph theory. For the models studied in this work, including the
spin-boson model and the charge transport model, the TTNO of the
Hamiltonian has constant MO. Consequently, our algorithm scales
linearly with the number of modes in the model, given fixed MS. It is
important to note that our algorithm for the construction of TTNO
is completely general. It can be applied to any SOP operator and
any tensor network with a tree topology. Therefore, the application
of our program is not limited to the simulation of open quantum
systems. It can also be applied to the simulation of other physi-
cal models, the propagation of stochastic Schrodinger equation,79

and the simulation of quantum circuits.80 While our program has
broad applications, there is still plenty of room for further software
improvement. For example, the efficiency of our program can be
improved through massive parallelism on both CPU and GPU81 or
mixed-precision computation. In our previous work, we have shown
that using a GPU can accelerate the time evolution of TD-DMRG
by dozens of times.39 Furthermore, just-in-time compilation tech-
niques, which have been widely used to accelerate neural network
training and the simulation of quantum circuits, could potentially be
used to speed up the computational bottleneck of TTNS algorithms,
such as the contraction of Ĥeff

i A[i].
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APPENDIX. BENCHMARK WITH ML-MCTDH

In this section, we benchmark our implementation by repro-
ducing the existing results from ML-MCTDH, demonstrating the
accuracy of our implementation. First, we consider the spin-boson
model with the sub-Ohmic spectral density function as specified
by Eq. (18). Here, s = 0.5 and ωc = 20Δ are employed as the para-
meters for the spectral density. We employ Nb = 1000, MS = 20,
and d = 10 as the parameters for the TTNS calculation. The other
setups are the same as those shown in Fig. 5. We vary the coupling
strength α from the weak coupling regime (α = 0.05) to the strong
coupling regime (α = 1.0). In Fig. 12, we compare the dynamics cal-
culated using our program to the results by ML-MCTDH.65 The
black solid lines indicate the results of ML-MCTDH, and the col-
ored dashed lines indicate the results of our TTNS program. Across
the weak to strong coupling regimes, the results show excellent
agreement.

The second case involves the spin-boson model with the
Cole–Davidson spectral density function as specified by Eq. (21).
The computational setup is the same as those shown in Fig. 8, but
with different model parameters. The details of the parameters are
shown in the caption of Fig. 13. In Fig. 13, the black solid lines
represent the results of ML-MCTDH, and the colored dashed lines
represent the results of our TTNS program. Once again, the results
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FIG. 12. Spin relaxation dynamics of the spin-boson model with sub-Ohmic spectral density from weak coupling α = 0.05 to strong coupling α = 1.0. The colored dashed
lines indicate the results of our TTNS implementaion with MS = 20, d = 10. The black solid lines indicate the results of ML-MCTDH with α from 0.05 to 0.75.

FIG. 13. Spin relaxation dynamics based on the Cole–Davidson spectral density. (a)η/Δ = 5, βCD = 0.5, and kBT/Δ = 0. (b) η/Δ = 1, βCD = 0.25, and ωc/Δ = 1. (c) η/Δ
= 5, ωc/Δ = 1, and kBT/Δ = 0.

are in excellent agreement, further validating the accuracy of our
algorithm.
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