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ABSTRACT: Various phenomena have been observed in molecule−
cavity coupled systems, which are believed to hold potential for
applications in transistors, lasers, and computational units, among others.
However, theoretical methods for simulating molecules in optical cavities
still require further development due to the complex couplings between
electrons, phonons, and photons within the cavity. In this study,
motivated by recent advances in quantum algorithms and quantum
computing hardware, we propose a quantum computing algorithm
tailored for molecules in optical cavities. Our method, based on a
variational quantum algorithm and variational boson encoders, has its
effectiveness validated on both quantum simulators and hardware. For
aggregates within the cavity, described by the Holstein−Tavis−
Cummings model, our approach demonstrates clear advantages over
other quantum and classical methods, as proved by numerical benchmarks. Additionally, we apply this method to study the H2
molecule in a cavity using a superconducting quantum computer and the Pauli−Fierz model. To enhance accuracy, we incorporate
error mitigation techniques, such as readout and reference-state error mitigation, resulting in an 86% reduction in the average error.
KEYWORDS: optical cavity, polariton, quantum computing, quantum hardware simulation, error mitigation

1. INTRODUCTION
Molecules can strongly interact with electromagnetic field in a
small optical cavity, which forms quasi-particle named
“polariton”1 and brings novel physical phenomena.2 The cavity
systems have various potential applications including polariton
lasing,3,4 qubit for quantum computing,5 polariton transistor,6

controlling chemical dynamics,7 and so on. Prosperity in cavity
related experiments enhances the development of theories on
polaritons and cavity systems further. The origin of the
theoretical development is Tavis-Cummings (TC) model,8,9 in
which, cavity and molecules are simplified as two energy-level
systems, while only taking into account the interactions
between cavity and molecules. TC model introduces significant
concepts of molecules in optical cavity such as “dark states”,
“lower polariton” and “upper polariton”.10 Meanwhile, the
inherent simplifications in the TC model overlook several
crucial features, such as the coupling between electron motion
and molecular vibrations which plays a significant role in
organic molecules; the intricate molecular structure, an
important part in chemical processes; and the higher
excitations of the cavity mode, which become significant
under ultrastrong coupling conditions, among others. To
address these issues, the Holstein−Tavis−Cummings (HTC)
model11,12 has been proposed to incorporate intermolecular
exciton-vibration coupling. However, the HTC model is

significantly more challenging to solve than the TC model
due to the complexity of the exciton-vibration interactions.
Considerable efforts have been made to tackle the HTC
model, including methods such as treating nuclear motions
classically,13 applying n-particle approximations,11 using mean-
field approximations,14 solving with the Lindblad master
equation,15 and employing tree tensor networks,16 among
others. Moreover, by expanding the HTC model, the effects of
disorder17 and intermolecular coupling18 have also been
explored. Additionally, the Pauli−Fierz (PF) Hamiltonian has
been derived to facilitate ab initio calculations for molecules in
cavities.19 To solve the PF Hamiltonian, various approaches
have been developed, including cavity quantum electro-
dynamics (QED) Hartree−Fock,20 cavity QED density
functional theory,21,22 cavity QED configuration interaction,20

cavity QED coupled cluster methods,21,23 and diffusion
quantum Monte Carlo.24 Recently, first-principles-based
dynamics of polaritons have also been established.25
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To date, various Hamiltonians and methods have been
proposed to address different aspects of the polaritonic system.
However, current approaches face significant challenges in
balancing computational accuracy with time efficiency, which
impedes a deeper understanding of cavity systems. For
instance, treating nuclear motions classically accelerates
numerical simulations but overlooks quantum effects that are
crucial in high-frequency vibrational modes. n-particle
approximations speed up the simulation process by truncating
the system to a finite number of phonons, but they may fail to
accurately capture excited states. Tensor network methods
provide an exact formal treatment of both photon/phonon and
exciton dynamics, yet they require large bond dimensions to
ensure numerical precision. In summary, the difficulty in
theoretical simulations arises from the complex coupling
between electrons, nuclear motions, and photons, as well as
the vast number of states involved in light-matter interactions,
leading to a challenging many-body problem.
The many-body problem in cavity systems with entangle-

ment is fundamentally a quantum problem that is challenging
to simulate efficiently on classical hardware. In contrast, the
intrinsic properties of quantum hardware enable quantum
computing to simulate quantum processes more efficiently,
offering significant potential to overcome the limitations of
classical methods. The concept of quantum computing stems
from Feynman’s insight that quantum systems can be used to
simulate and solve quantum problems.26 Since then, various
quantum algorithms have been developed, including quantum
Fourier transform,27 phase estimation,28 and Shor algorithm.29

However, the practical application of these quantum
algorithms remains constrained by the limitations of quantum
hardware, particularly in the era of noisy intermediate-scale
quantum (NISQ) devices.30 To overcome these challenges, the
variational quantum eigensolver (VQE) was proposed,31,32

providing a promising approach for tackling problems in the
NISQ era and demonstrating significant potential33 which
promoted a surge in the development of variational quantum
algorithms (VQA).34,35 In VQA, the quantum state is
represented by a quantum circuit (i.e., ansatz) with a set of
adjustable parameters, which can be optimized under specific
conditions for particular targets (e.g., minimizing the ground-
state energy). The diversity of ansatzes ensures the versatility
of VQA. To date, VQA has been successfully applied to a wide
range of problems, including quantum chemistry,36−38 thermal
properties of ground and excited states,39,40 dynamical
properties,41,42 quantum approximate optimization,43 and so
on.
The intricate interactions between phonons, excitons, and

polaritons can regulate the coherence of the system,44,45

facilitate the formation of bound states in the continuum,46

and modify the optical properties of materials.47,48 However,
due to the inherent challenges in dealing with bosons, there is
still a lack of quantum algorithms for polariton chemistry that
treat photons, phonons, and excitons/electrons equally. Some
researchers have sought to enhance computational efficiency
by introducing specialized schemes for mapping bosons onto
qubits,49 while others have focused on developing approximate
optimization algorithms.50 In one-hot encode, each |m⟩ is
encoded to |00···1m···00⟩, then the total number of qubits
required scales as O (N).51,52 In binary encoding, each |m⟩ is
encoded to
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m
2i represented by O(logN) qubits.53,54

In terms of two-qubit gates required to simulate quantum

operators such as b̂† ± b̂ and b̂† b̂, one-hot encoding scales as
O(N) and binary encoding scales as O(N logN).55 But this
approach increases the depth of the quantum circuit. Recently,
the development of variational boson encoder56 (VBE)
broadens the application of VQA further, which enable
researchers to simulate the behavior of bosons more efficiently
than one-hot encoding and binary encoding. Thus, we
combine VQA with VBE to establish quantum algorithms for
molecules in cavity.
Furthermore, one of the major challenges in realizing

practical quantum computations for chemistry is the sensitivity
of quantum devices to noise. Quantum devices are subject to
various types and sources of noise, with the main categories
including quantum decoherence, qubit flip noise, readout
noise, and so on.57 To mitigate or eliminate these noise effects
in quantum computing, a range of solutions have been
proposed. One approach focuses on correcting quantum errors
internally within the quantum computer using techniques such
as the introduction of logical qubits,58,59 quantum feedback
control,60 and dynamical decoupling.61 Another approach
involves processing the results obtained from quantum
computers to reduce errors, which has led to the development
of various error mitigation methods. Several of these
techniques have demonstrated improvements when computing
the energies of small molecules using variational algo-
rithms.62,63 In our work, we adopt two error mitigation
strategies to minimize errors: readout error mitigation
(REM)64 and reference-state error mitigation (RSEM).65

REM corrects the intrinsic noise of the device using a response
matrix, while RSEM further reduces errors by selecting a
reference state.
The remainder of the paper is organized as follows. In

Section 2, we introduce the model used to describe molecules
in a cavity and present the framework of the VQA, where the
photon/phonon basis is efficiently encoded using the VBE
method. We also describe how to implement the quantum
algorithm on a real quantum computer. In Section 3, we
evaluate the accuracy of our method, comparing its perform-
ance with classical methods and other quantum algorithms that
use different encoding schemes within the HTC model. Our
approach demonstrates superior performance. Additionally, we
calculate the potential energy curve of H2 based on the PF
model on quantum hardware, and apply two complementary
error mitigation techniques.

2. METHODS

2.1. Theoretical Formula

The light-matter interaction Hamiltonian of molecules in a cavity is
highly complex.19 Researchers have primarily focused on two
Hamiltonians that capture the key aspects of polariton chemistry:
the HTC model11 and the PF model.20

As shown in Figure 1(a), multiple (organic) molecules are placed
within the cavity, which is modeled as a two-level system with a cavity
mode frequency ωc, exhibiting photon-like behavior. Each molecule is
treated as a two-level exciton system with an excitation energy ℏω0.
The molecules couple to the cavity mode with a coupling strength g0.
Additionally, intermolecular vibrations are considered, with each
molecule coupled to several vibrational modes ωm via coupling
constants λm. The Hamiltonian of the HTC model is given below.
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(1)

The first term represents the energy of the cavity, the second term
corresponds to the energy of the excitons, the third term describes the
coupling between the cavity and the excitons, the fourth term
accounts for the vibrational energy, and the fifth term represents the
exciton-vibration coupling. Here, j and m are indices for the molecules
and vibrational modes, respectively. a†̂(a)̂ and b̂jm† (b̂jm) are the
creation (annihilation) operators for photons associated with the
cavity mode and phonons corresponding to the molecular vibrational
modes. N is the total number of molecules in the cavity, and M is the
number of vibrational modes considered for each molecule. For
simplicity, the zero-point energy of photons and phonons is neglected
in the HTC model. Since the exciton satisfies intersite commutation
and intrasite anticommutation relations, Pauli operator σ̂j+ and σ̂j− are
used as the creation and annihilation operators for the excitons.
The Pauli−Fierz (PF) model is commonly used for ab initio

calculations of molecules in cavity.20 As shown in Figure 1(b), a
hydrogen molecule is placed in the cavity and couples to the cavity
mode. In the PF model, the electronic structure of the molecule is
treated in an ab initio manner. The PF model is described by the
following Hamiltonian:

i
k
jjj y

{
zzzH H a a a a

1
2 2

( )
1
2

( )c
PF M c

2= + + + +† †
(2)

The first term ĤM is the Hamiltonian of molecule, whose second
quantization form is (following the convenience in quantum
chemistry, atomic unit is adopted and ℏ, e are set as 1):

H h c c h c c c c E1
2pq

pq p q
pqrs

pqrs p q r sM nuc= + +† † †

(3)

hpq and hpqrs are one-electron and two-electron molecular orbital
integrals:
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h dr r U r r( )
2

( ) ( )pq p q

2
= * +

(4)

h drdr r r
r r

r r( ) ( )
1

( ) ( )pqrs p q r s= * *
| | (5)

Here, cp̂†(cp̂) is creation (annihilation) operator of electron at orbital i.

χp (r) is the spin orbital of electron, 2

2
represents the kinetic energy

of electrons, U(r) corresponds to the Coulombic attractive energy
between electrons and nucleus,

r r
1

| |
accounts for the Coulombic

repulsive energy between electrons, and E AB
Z Z

R Rnuc
A B

A B
= | | corre-

sponds to the Coulombic repulsive energy between nucleus.
The second term represents the energy of the cavity with mode ωc,

which is treated as a photon. The third term describes the coupling
between the cavity mode and the molecular dipole, while the fourth
term accounts for the contribution of the molecular dipole. Here, μ̂ =
μ̂e + μ̂N is the total dipole operator, which includes the electronic
dipole μ̂e and nuclear dipole μ̂N (the latter can be treated as a constant
μN when the molecular configuration is fixed). The coupling constant

e
V0

= , where ϵ0, V and e ⃗ are the dielectric constant, the volume

of the cavity, and the unit vector, respectively. Clearly, both μ̂ and λ
are three-dimensional vectors corresponding to x, y, z direction. Since
we focus only on diatomic molecules in our study, simplifications can
be made. As shown in Figure 1(b), we align the molecular bond along
the z-direction, such that μ̂ is parallel to the z-axis. By setting λ along
the z-direction, the vectors μ̂ and λ can be simplified to μ̂z and λz,
respectively. Consequently, the third and fourth terms can be
expressed as

a a a a a a
2

( )
2

( )( )
2

( )c c
z e z

c
z N,+ = + +† † †

(6)

1
2

( )
1
2

( ) ( )
1
2z e z z N z z e z z N z

2
,

2
, ,

2
,

2= + + (7)

Here, λzμ̂e,z and (λzμ̂e,z)2 have the following second quantization
formula:20

d c cz e z
ij

pq p q, = †

(8)

d d c c c c D c c( )z e z
pqrs

pq rs p q r s
pqrs

pq p q,
2 = † † †

(9)

Where

d dr r z r( ) ( )pq z p q= *
(10)

D dr r z r( ) ( )pq z p q
2 2= *

(11)

PySCF package66 is adopted for obtaining related one-electron and
two-electron integrals presented in eq 4, (5), (10) and (11). It should
be mentioned that, the PF model arises from the dipole gauge
transformation and the unitary phase transformation of the original
light-matter interaction Hamiltonian under the Coulomb gauge.20

Therefore, the photon number operator has the following form after
transformation:19

N a a a a1
2

( )
1

2
( )

c c
ph

2= + +† †

(12)

For molecules in a cavity, researchers are primarily interested in the
impact of light-matter coupling on the energies of the ground and
excited states, as these are critical for chemical reactions and polariton
lasing.

Figure 1. Graphic illustration of (a) the HTC model and (b) the PF
model. Quantum circuits of (c) the HTC model, where one cavity
mode (purple circle) is coupled to two excitons (green circles) and
each exciton is coupled to one vibration mode, which is encoded by
two qubits (blue circles), and (d) the PF model, where a hydrogen
molecule (we need 4 qubits to represent the molecule when STO-3G
basis and Jordan−Wigner transform are adopted, corresponding to
green circles) is coupled to a cavity mode encoded by two qubits
(purple circles). The orange rectangles corresponding to the encoding
operators B̂†[l] and B̂[l]. The yellow squares are the Hamiltonians
before encoding.
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It is worth mentioning that the systems studied in this work are
highly simplified. In reality, optical cavities contain highly complex
photonic modes and wavevectors. Thus, present classical methods
face significant challenges, particularly in terms of memory and
computational time while dealing with realistic molecular systems in
optical cavities. Take the PF model as an example, if the system
contains Nmol molecules collectively coupled to cavity modes Nmode,
the Hilbert space dimension scales as O N N( )el

N
F
Nmol mode× (according

to ĤPF), where Nel is the number of electronic states and NF is the
Fock basis truncation. For instance, directly diagonalizing the
polaritonic Hamiltonian results in memory requirements that scale
exponentially with Nmol and Nmode. If Nel = 2, NF = 2, Nmol = 20 and
Nmode = 2, the simulation requires about 4.2 × 106 basis states, and the
memory demand can exceed 100 GB even with sparse matrix
techniques.67 Mixed quantum-classical dynamics methods, such as
surface hopping68 and Ehrenfest dynamics,69 also encounter severe
computational overheads. These approaches require extensive
sampling of trajectories to account for nonadiabatic effects, further
increasing the computational complexity. In addition, for tensor
network and other numerically exact methods, the truncation of the
total Hilbert space must be carried out to perform meaningful
theoretical explorations with realistic cavity designs and environ-
ments.16,67 In contrast, the quantum algorithm leverages the unique
properties of quantum superposition and entanglement to signifi-
cantly reduce resource demands. For the simulation of the above large
system, the formalism which will be introduced on Sec. 2.2 only
requires 22 qubits. This demonstrates the superior scalability of
quantum computing for simulating large cavity-coupled molecular
systems.

2.2. Algorithm Realization on Quantum Simulator

As discussed in Section 2.1, polariton chemistry involves complex
interactions between photons, phonons, and electrons/excitons. To
map electron orbitals onto quantum qubits, the Jordan−Wigner
transformation is used to convert intersite anticommuting Fermionic
operators into Pauli operators:

l

m

ooooooooo

n

ooooooooo

c

c

( )

( )

j
k

j

k
z

j

j
k

j

k
z

j

1

1

1

1

= ·

= ·

†

=

+

= (13)

Furthermore, each photon or phonon requires 10−30 basis states
for sufficient accuracy, making both one-hot encoding and binary
encoding costly in terms of qubit usage or resulting in deep quantum
circuits. To enhance the efficiency of the quantum algorithm, we map
the photon/phonon basis to qubits using VBE.56 VBE addresses the
issue of the large number of bosonic basis states by recognizing that
not all are necessary, and can instead be combined into a smaller set
of essential basis states with adjustable variational parameters. This
approach allows 10−30 original basis states to be effectively
compressed into a few key combined bosonic states. Furthermore,
these combined bosonic states can be encoded into qubit basis states
via binary encoding, further reducing the qubit requirements.
Apart from the VBE part for bosons, our algorithm follows the

framework of VQA. As shown in Figure 1(c) and (d), the electrons/
excitons, cavity mode and vibration modes in HTC and PF model are
mapped to several qubits. After setting the initial state |ϕ0⟩ of qubits,
an arbitrary state can be obtained via an ansatz with abundant tunable
parameters.
Considering the conservation of the total excitation number N̂ = a†̂

a ̂ + ∑j
N σ̂j+ σ̂j− as the quantum state evolves, along with the possibility

for phonon creation and annihilation, the following ansatz is designed
for the HTC model:

l
m
oooo
n
oooo
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ljm j j

jm jm

HTC

0

| =

|

† + +

†

(14)

Here, L is the number of ansatz layers, θlj and θljm are adjustable
parameters.
Motivated by the idea in variational Hamiltonian ansatz that all the

terms in Hamiltonian (eq 2) that is not diagonal in the computational
basis should exist in the ansatz, we devise the following ansatz for PF
model:

l
mooo
nooo
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pq lpq p q pqrs lpqrs p q r s

PF

0

| = +

+ + |

† † †

† † † † †

(15)
Here, L denotes the number of ansatz layers. The ansatz consists of
terms related to (i) the movement of a single electron (cp̂† cq̂), (ii)
scattering between two electrons (cp̂†cq̂†cr̂cŝ), (iii) the movement of a
single electron with the creation/annihilation of a cavity photon (cp̂†
cq̂(a†̂ − a)̂), and (iv) scattering between two electrons with the
creation/annihilation of a cavity photon (cp̂† cq̂†cr̂cŝ(a†̂-a)̂). Once the
ansatz is defined for the system, the electron operators are
transformed into Pauli operators using the Jordan−Wigner trans-
formation and the encoding procedure for bosons, followed by
conversion into the format suitable for a quantum circuit through
Trotter decomposition. If only the ground state is of interest, the spin
conservation relation can be applied to further simplify the form of
the ansatz. Additionally, the terms cp̂†cq̂ and cp̂†cq̂†cr̂cŝ in the ansatz ensure
the conservation of electron number as the parameters {θ} are varied.
In addition to the classical VQA procedure, the Hamiltonian is

further encoded through VBE in our work, as shown in Figure 1(c)
and 1(d). In the HTC model, each cavity mode is coupled to 2
excitons, and each exciton is coupled to a single vibration mode,
which is encoded by two qubits, resulting in a total of 7 qubits. In the
PF model, the hydrogen molecule is coupled to a cavity mode
encoded by 2 qubits. Here, 4 qubits are required to represent the
molecule when using the STO-3G basis and Jordan−Wigner
transformation, leading to a total of 6 qubits. Notably, when
conducting experiments on quantum hardware, we further apply the
parity transformation to conserve qubits. This approach will be
detailed in the following section. When employing different encoding
schemes for bosons, the depth of the circuit is influenced by the
correspondence relationship of bosons and qubits. We will provide a
detailed analysis of this relationship in Sec. 3.1. The encoded
Hamiltonian is given by the following formula:

H B l H B l
l l

= [ ] [ ]†

(16)

Here, l is the index of cavity mode or vibrational mode that need
encoding. B̂[l] is the encoding operator B̂[l] = B[l]nm|n⟩⟨m|, where
B[l] denotes the encoding matrix, |n⟩ is the encoded qubit basis, and
⟨m| is the basis of cavity/vibration mode. The size of matrix B[l] is 2NQ

× d, where NQ represents the number of qubits spent for each mode
and d is the number of bases adopted in each mode. B̂[l] satisfies
orthonormal constraint B̂[l] B̂† [l] = I.̂ If 2NQ = d, B̂[l] will be equal to
the identity operator in the whole optimization procedure,
corresponding to the case that the bosons are directly encoded by
binary encoding. The energy E of the system can be calculated by

E H= | | (17)

In algorithms both {θj} and {B[l]} can be adjusted to reach the lowest
ground state energy, and the parameters {θj} can be updated as
below:
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H
0

j

| | =
(18)

The matrix B[l] can be updated by solving the following equation:

P l H l(1 ) 0[ ] | [ ]| = (19)

Where

P l B l B l[ ] = [ ] [ ]† (20)

And

H l B k H B k
k l k

[ ] = [ ] [ ]†

(21)

By updating {θj} and {B[l]} sequentially, we can obtain the ground
state. If we want to calculate Kth excited states, we can use the
knowledge of zeroth (ground state), first, ..., (K - 1)th excited states to
modify the form of Hamiltonian in eq 1 or eq 2 to70

H H
k

K

k k kHTC(PF)
0

1

= + | |
= (22)

Here, k is the index of state, ak is set as 20 in our simulation. Note that
ak needs careful test to balance the strength of orthogonal condition
and the difference between the energy levels.
In summary, the quantum algorithm for calculating ground state

and low-energy excited states of cavity systems is presented below as
Algorithm 1. The simulations are carried out on TenCirChem71 and
TensorCircuit.72

2.3. Running on Quantum Hardware
We will test the behavior of H2’s PF model on real quantum
computer. To save the number of qubits further, we adopt parity
transformation,73 utilizing electron and spin conservation. As shown
in Figure 2, parity transform and Jordan−Wigner transform have the
same behavior and saves two qubits when the spin number and
electron number are fixed. The updating procedure of {θ} is down
through the VQE on classical computer, only measurements are down
on quantum computer. The whole steps still follow Algorithm 1, while
the only difference is that on step 3 we get the energy from 4096
measurements for each set of parameters.
Besides, {B[l]} are obtained via solving eq 19. To realize the target,

the key step is to express

G l H l[ ] = | [ ]| (23)

as a function of B[l]. For simplicity, we suppose the Hamiltonian can
be expressed as a sum of product

H h h k
a

M

a
a

M

k
a= = [ ]

(24)

Here, ĥ[k]a is the operator of kth basis in ĥa, a is the index of
Hamiltonian terms, and k is the index of qubit. Note that G[l] is a
matrix with size 2NQ × d. The matrix element G[l]mn of G[l] is defined
as

G l n m H lmn[ ] = | | [ ]| (25)

Here, |n⟩ and |m⟩ are the basis of 2NQ qubit state and d boson state
corresponding to the lth encoder. G[l]mn can be calculated via
following equation:

l h l B l J lmn
a

M

m n
amm m n ann[ ] = [ ] [ ] [ ]

(26)

Where

l n n h kann
k l

a[ ] = | [ ]
(27)

J[l]ann’) can be calculated on quantum computer, where ĥ[k]a = B̂[k]
ĥ[k]a B̂†[k], and both ĥ[k]a and |n⟩⟨n’| can be transformed to Pauli
strings. (|n⟩⟨n’| is not Hermitian while it can be viewed as the linear
combination of two Hermitian parts: |n⟩⟨n’| + |n’⟩⟨n| and i(|n⟩⟨n’| -
n’⟩⟨n|)).
We employed the hardware-efficient ansatz74 (HEA) for experi-

ments on real quantum hardware. While the VHA is usually designed
according to the physical symmetries of the Hamiltonian, it typically
requires a smaller parameter space and achieves superior accuracy and
faster convergence than HEA in numerical simulations. However,
VHA becomes less practical for complex systems involving multiqubit
couplings. Such scenarios often demand deep circuits with a large
number of noise-sensitive two-qubit gates. In contrast, the HEA
features a shallow circuit architecture, primarily composed of single-
qubit gates and local entanglement, making it more resilient to
hardware noise. Despite its scalability in principle, the HEA suffers
from the barren plateau problem, where gradient magnitudes decay
exponentially with system size, posing significant challenges for
optimization. Considering these trade-offs, we utilized the VHA in
numerical simulations to capitalize on its precision and efficiency,
while opting for the HEA in hardware experiments to accommodate
the constraints of NISQ devices.

Figure 2. Graphic illustration of the Jordan−Wigner transform and
parity transform in encoding molecular orbitals (MO). Here, we take
the initial guess of H2 molecule in the cavity as an example (the direct
product of the Hartree−Fock state of H2 and the ground state of the
isolated photon).
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3. RESULTS AND DISCUSSION

3.1. The Accuracy of the Quantum Algorithm

First, we evaluate the accuracy of our algorithm. As shown in
Table 1, we calculate the ground state and low-energy excited
state energies in the HTC model under different conditions.
The data obtained from exact diagonalization is used as the
reference. The depth of the quantum circuit increases rapidly
as the number of qubits per boson increases in binary
encoding, making it difficult to achieve for large numbers of
qubits. Therefore, an upper limit of 2 qubits per boson is set in
our work. As seen in “Data 0” in Table 1, when the VBE is not
used, the errors in the reference energies Ei − Ei,ref are
significantly larger compared to the cases where VBE is
applied. Additionally, the errors in the higher excitation
energies (E1 − E1,ref, E2 − E2,ref, E3 − E3,ref) are considerably
larger than the error in the ground state energy (E0 − E0,ref).
Moreover, considering that chemical accuracy is approximately
43.5 meV, the calculated energies of the excited states are
unreliable. By comparing “Data 0” with other data sets, we
suggest that the large errors in the calculated energies for “Data
0″” primarily arise from the lack of vibrational basis states. As
shown in Table 1, as the number of basis states increases, the
accuracy of the calculated energies improves significantly. Even
the case with NQ = 1 and VBE (“Data 1” and “Data 2”) shows
better performance than the case with NQ = 2 without VBE
(“Data 0”). Additionally, we should note the following: (i) the
number of encoded bosonic basis states should not be too
small; NQ = 1 is insufficient for accurately calculating excited
state energies (see “Data 1” and “Data 2”), indicating strong
entanglement between phonons and excitons; (ii) six layers of
ansatz are required, and further increases in the number of
ansatz layers do not significantly improve the results (see “Data
4” and “Data 5”).
Next, we test the performance of our algorithm using the PF

Hamiltonian, as shown in Table 2. Similar to the results in
Table 1, we observe a significant improvement in accuracy

when VBE is applied, as seen by comparing “Data 0” and “Data
3”. However, unlike the case in the HTC model, the NQ = 1
case with VBE (“Data 1” and “Data 2”) performs much worse
than the case without VBE, particularly in calculating excited
state energies. This behavior arises from the strong
entanglement between electron orbitals and cavity modes,
making it challenging for two encoded modes to be explicitly
represented in the optimization process. Once an adequate
number of encoded basis states is used, increasing d leads to a
systematic reduction in errors. Additionally, we find that L = 3
is sufficient for achieving a converged result.
In summary, we find in Tables 1 and 2 that as long as the

number of qubits for each mode NQ is enough, increasing the
number of basis of boson mode via VBE increases the accuracy
systematically. We further evaluate the accuracy and efficiency
of our method across different strengths of exciton-cavity
coupling g0, exciton−phonon coupling λ and cavity energy
ℏωc. The n-particle approximation refers to considering only
states with no more than n phonons in the calculation. Here,
we use one-particle and two-particle approximations for
comparison. As shown in Figure 3, we find that (i) when the
number of encoded qubits per boson mode is fixed at 2, the
numerical errors for different methods follow this order: VQA
with VBE < VQA with binary encoding < two-particle
approximation < VQA with one-hot encoding < one-particle
approximation. (ii) As g0 decreases, or λ, ℏωc increases, the
electron−phonon coupling becomes more significant, and the
numerical errors for all methods increase rapidly, except for
our algorithm. (iii) The numerical errors of VQA with VBE
across all conditions are well below the chemical accuracy
threshold, demonstrating the robustness and validity of our
algorithm over the entire parameter space.
3.2. Experiments on a Quantum Computer

Finally, we test our algorithm on quantum hardware following
methods presented in Sec. 2.3. We utilize the Tianji S2 chip
from Tencent Quantum Cloud Lab, which features 13 qubits

Table 1. Energy of HTC Hamiltonian under Different Computational Parametersa

Index of Data L NQ d E0 − E0,ref (meV) E1 − E1,ref (meV) E2 − E2,ref (meV) E3 − E3,ref (meV)

0 (Without VBE) 9 2 4 8.623 43.632 30.424 102.510
1 3 1 8 2.785 39.956 −10.659 67.721
2 3 1 16 2.719 40.578 −4.256 85.547
3 3 2 16 0.202 0.736 4.015 18.417
4 6 2 16 0.094 0.213 0.290 0.135
5 9 2 16 0.012 0.136 0.034 0.137

aHere N = 2, λm = 2, ℏωm = 0.2 eV, ℏωc = ℏω0 = 1.0 eV, and g0 = 1.0 eV. L is the number of ansatz layers, NQ is the number of qubits spent for
each mode, and d is the number of basis adopted in each mode. E0, E1, E2, and E3 correspond to the energy of ground state, first excited state,
second excited state and third excited state. The energy Ei,ref for the reference is calculate via exact diagonalization under d = 16, and E0 − E0,ref
measures the error of calculated energy. Note that the chemical accuracy is about 43.5 meV.

Table 2. Energy of PF Hamiltonian under Different Computational Parametersa

Index of Data L NQ d E0 − E0,ref (meV) E1 − E1,ref (meV) E2 − E2,ref (meV) E3 − E3,ref (meV)

0 (Without VBE) 6 2 4 45.634 657.727 3409.534 4.980
1 3 1 8 257.121 669.781 7819.386 13610.680
2 3 1 16 257.121 669.618 7819.386 13610.680
3 3 2 16 <10−3 0.136 0.003 4.980
4 9 2 16 <10−3 0.136 0.027 4.980

aHere, the H2 molecule is adopted, with H−H bond length set as R(H−H) = 0.053 nm, cavity mode ℏωc= 13.6 eV, and λ = 1.0. L is the number of
ansatz layers, NQ is the number of qubits for each mode, and d is the number of basis adopted in each mode. E0, E1, E2, and E3 correspond to the
energy of ground state, first excited state, second excited state and third excited state. The energy Ei,ref for the reference is calculated via exact
diagonalization under d = 32, and E0 − E0,ref measures the error of calculated energy. Note that the chemical accuracy is about 43.5 meV.
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interconnected via an adjustable coupler. The details of this
chip can be found in Table 3. To decrease the depth of

quantum circuit, the HEA presented in Figure 4(a) is applied,
we employed 3 qubits. As illustrated in Figure 2, the photon
state was encoded on qubit q0, while the electronic states were
encoded on qubits q1 and q2. In constructing the ansatz, we
implemented two rotating gates with adjustable parameters.
The first Ry gate was applied to q0 to regulate the photon state,
while the second Ry gate was applied to q2, which was
combined with two two-qubit gates between q1 and 2 and an

X gate on q1 to manipulate the electronic state. The coupling
between the photon and electronic states was realized through
a CNOT gate acting on qubits q0 and q1.
To improve the accuracy of the measurement results

obtained from noisy quantum devices, error mitigation
schemes are indispensable. There are several valuable methods
for mitigating noise in quantum computing, including zero-
noise extrapolation (ZNE) and probabilistic error cancellation
(PEC), among others. ZNE involves running the quantum
circuit at multiple noise levels by artificially increasing the
noise through techniques such as inserting additional gates or
extending gate durations. However, the accuracy of ZNE
heavily depends on the choice of extrapolation model. Given
the complex noise characteristics of NISQ hardware, which are
often poorly captured by simple extrapolation models (e.g.,
linear or polynomial), the results may lack reliability.
Furthermore, ZNE is primarily effective for mitigating gate
operation noise. Since the circuit is subject to many kinds of
noise, the potential impact of ZNE may be limited. PEC
theoretically allows for the complete cancellation of noise by
constructing inverse operations based on a precise noise

Figure 3. Numerical errors of different methods at (a−c) different strengths of exciton−cavity coupling g0, (d−f) different strengths of exciton−
phonon coupling λ, and (g−i) different cavity energies ℏωc. λm = 1, ℏωc = 0.2 eV, ℏωc = ℏω0 = 1.0 eV, and g0 = 1.0 eV when these parameters are
not independent variables. L = 2, N = 2, NQ = 2, and d = 16 are set in numerical calculations. The reference energy is calculated via exact
diagonalization.

Table 3. Fundamental Parameters of Tencent Tianji S2 chip

Parameter Average Value

Longitudinal Coherence Time 102.9 μs
Transverse Coherence Time 11.9 μs
Single-Qubit Gate Fidelity 99.94%
Two-Qubit Gate Fidelity 99.33%
Readout Fidelity F0: 97.22%

F1: 94.73%
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model. However, this method requires exceptionally accurate
noise characterization, which is challenging to achieve on
NISQ devices with highly dynamic noise profiles. Moreover,
PEC significantly increases the computational cost due to the
need for repeated sampling and the execution of additional
corrective operations. Given these considerations, we opted for
simpler and more hardware-compatible error mitigation
techniques, namely REM64 and RSEM.65

An ideal quantum measurement in the computational basis
can be expressed in terms of a positive operator-valued
measurement, and if all the elements have no nontrivial off-
diagonal terms, the measurement noise channel can be treated
as a classical noise channel. In this case, the transformation
between the ideal and noisy measurement probability
distributions can be described using a response matrix Λ:
pideal = Λ−1pnoisy, pnoisy and pnoisy represent the ideal and noisy
probability distributions. If we assume the noise acts
independently on each qubit, then the response matrix can

be written as
i
k
jjjj

y
{
zzzz

p q
p q
1

1i
N i i

i i
1

q= = . Then by acting Λ−1

on pnoisy, we can accomplish the REM scheme. And to further
improve the accuracy, we apply RSEM, which can be applied
alongside existing mitigation procedures. The RSEM method
relies on the selection of a reference state, with the Hartree−
Fock state chosen here, as it provides a computationally
efficient mean-field description of the electronic potential.

After preparing the parametrized reference state |Ψ(θ⃗ref)⟩, the
resulting energy error ΔERSEM at the reference parameters θ⃗ref is
ΔERSEM = EVQE(θ⃗ref) - Eexact(θ⃗ref)Eexact(θ⃗ref). Here Eexact(θ⃗ref) is
the noiseless solution evaluated on classical computer, and
EVQE(θ⃗ref) refers to the energy evaluated from measurements
on a quantum computer. We note that θ⃗ref is chosen such that a
classical solution to the problem is feasible. By subtracting the
error ΔERSEM when performing formal energy calculations, the
results obtained from the quantum computer can be further
promoted.
We then conduct quantum hardware experiments. To get

the potential energy curve of H2 molecule in cavity, we use the
Hamiltonian of PF model with setting λ = 1 and ωc = 0.5.
Eleven discrete interatomic distances are selected for
calculation, and for each interatomic distance we perform
four sequential hardware experiments. In the VBE approach,
the number of basis states adopted for each mode is set to d =
8. All data points and error bars in Figure 4(b) are derived
from the average and standard deviation of these experiments.
After applying the REM scheme, our algorithm accurately
captures the general trend of the H2 potential energy surface
on the quantum hardware. The average error across all data
points, relative to the exact solution, is approximately 0.07
hartree. Subsequently, when both the REM and RSEM
schemes are applied, our algorithm yield improved results
across the entire potential energy curve, with the average error
reduced to a small value of about 9.6 mH relative to the exact

Figure 4. (a) The HEA designed for quantum hardware experiments. Three qubits out of 13 qubits of a superconducting quantum processor and a
two-parameter circuit are used for simulation. (b) The calculated potential energy curve of H2 molecule in cavity on quantum hardware after REM
(orange rounds) or after both REM and RSEM (blue hexagons). The curve calculated via exact diagonalization is also presented as benchmark
(green triangles).
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solution. This average error has a reduction of 86% compared
to the results obtained by REM alone. Such precise results
demonstrate the feasibility of our algorithm after incorporating
both error mitigation techniques.

4. CONCLUSIONS
In summary, we have developed a quantum algorithm for
molecules in a cavity, described by either the HTC or PF
model. We advance the VBE approach by addressing systems
with complex electron−phonon-photon couplings and diverse
boson types, while pioneering the computation of low-energy
excited states. Furthermore, we conducted experiments on a
real quantum computer based on the PF model Hamiltonian.
By applying two error mitigation techniques, we obtained
results that closely align with the classical exact solution,
showing the critical role of selecting appropriate error
mitigation strategies to improve computational accuracy in
the current NISQ era. Hindered by the noise on NISQ
hardware, the systems studied in this work have limited size.
Although this work is just the starting point, it highlights the
potential of quantum algorithms in tackling complex systems
like cavity-based molecule interactions. As quantum hardware
and algorithm continue to advance, we believe our approach
will provide valuable insights into cavity systems, paving the
way for further theoretical and practical breakthroughs.
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